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Abstract

Conceptual design is the first phase in the design process in which all the requirements and design objectives are synthesized into conceptual alternatives. In practice today, major decisions regarding the buildings function, massing, and overall form are usually made during the first phase. Considering structural performance requirements during conceptual design enhances interdisciplinary interaction, and creates a visual link between form and numeric performance evaluations, reducing work on poorly performing solutions. To include structural performance in conceptual design requires, amongst other things, the availability of tools such as simulation software, suitable for conceptual studies.

The aim of the research is to develop new efficient methods and procedures for supporting an interactive and iterative design process that includes engineering aspects. By integrating engineering knowledge and physical aspects in the developed tools, a more efficient and better-adapted design process can be obtained. Supporting an interactive and iterative design process requires new interaction models and numerical approaches in the tools used.

The research is limited to three different areas. The first area is related to conceptual studies for reducing ground borne wave propagations in an urban scale. A tool is developed for simulating forms with masses placed on top of soil in an urban scale and studying the resulting effect that the forms have on the propagating waves. The tool uses the finite element method and studies the vibration reduction effects in the frequency domain. Paper A presents the tool and draws some conclusions related to the levels of vibration reduction for various patterns, showing that some patterns are effective in mitigating the incoming vibrations. The approach in the tool makes it possible to obtain results in minutes, allowing the user to generate many alternative proposals quickly, and act as an aid in brainstorming sessions.

Papers B and C focus on a recent extension of the finite element method, isogeometric analysis, that is the subject of the second area. The implementation of isogeometric analysis with membrane elements for form finding of efficient shapes for shells is presented. The dynamic relaxation method is used for finding the static solutions. The method is employed directly on design geometry, which is described by non-uniform rational b-splines (NURBS), without the need for any further discretization. Paper B investigates various selections of mass and damping for the dynamic relaxation method with NURBS based membrane elements. The resulting methods are implemented in two plug-ins for the computer aided design applications Rhinoceros 3D and Grasshopper 3D, of which the former is presented in Paper C. The method describes form found geometries well with very few elements and can be used to explore different efficient shapes for shells very rapidly and directly in design software, and is thus suited for design explorations.

The third area is about graphic statics – an old method which is again gaining popularity due to progress in CAD and computational methods. The strength of the method is in an intuitive
and graphical representation of form and the internal forces of static equilibrium, which are presented in two diagrams – the form diagram, and the force diagram. The current research efforts in graphic statics aim to apply the method as a design tool rather than to use it for analysis. A second aim is to investigate the benefits of computer based graphic statics. Paper D presents a root finding approach for computing a form diagram based on manipulations of a force diagram. Paper E presents an algebraic method for computing form diagrams based on force diagrams. Paper F presents an application of graphic statics for automatically generating initial strut-and-tie patterns.
Populärvetenskaplig sammanfattning


Arbetet har avgränsats till tre olika områden. Det första har handlat om att studera möjligheten att reducera vibrationer vid en känslig anläggning genom att placera byggnader mellan anläggningen och intilliggande tungt trafikerade vägar. För att möjliggöra studien har ett skissverktyg utvecklats som ger insikt kring byggnadernas form och placering och deras effekt på vibrationers fortochnning i marken. Genom ett enkelt skissverktyg underlättas möjligheten att studera byggnadernas effekt på vibrationers fortochnning i samband med stadsplaneringsprocessen.
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Part I

Introduction and overview
1 Introduction

In the early phases of the building design process requirements and design objectives are synthesized into conceptual alternatives. In practice today, major decisions regarding the buildings geometry, massing and overall form are usually made during the early phases. In most buildings and facilities there are physics and engineering related demands that must be addressed, such as efficient load-bearing systems, energy efficient climate shelters, acoustic comfort, maximum level of vibrations for laboratory equipment, etc. By developing the design process in the early stages and exploring alternatives for such demands already in conceptual design, better performing and more intriguing buildings can be constructed. The opposite also holds, if only the engineering aspects are focused upon, functional design requirements may not be fulfilled. Considering engineering related demands in conceptual design requires close collaboration and communication between architects and engineers in different fields. It is then required that tools such as simulation software, suitable for conceptual studies are available to support this communication.

In the early phases of a complex design process it is common to use a couple of driving ideas or rules to help reason about and re-frame the specific design questions. Considering mechanical phenomena in the design can lead to holistic and integrated structural and architectural designs. To illustrate this, an example related to a state-of-the-art research facility located near a new town development area, but also near some roads with dense traffic, is used, see Fig. 1.1a. The research facility is sensitive to vibrations, and considerable effort was put into investigating whether vibrations caused by external sources would be a concern. To mitigate vibrations there are some traditional measures, such as digging trenches or stiffening the substrate. These measures rely on modifying physical parameters that are part of the governing differential equation that describes wave propagation in solids, as for instance stiffness, mass, damping or geometry. Another idea came up during the discussions in that the facility was situated close to the new buildings. The thought came of placing the buildings closer to the facility, and letting them serve as vibration reduction measures by being located between the vibration sources and the facility. By being in the vicinity and also by being shaped by the requirements of facility, the other buildings could take part in the science/research going on at the facility. Fig. 1.1 illustrates the concept.

By placing out patterns of heavy masses, or buildings, on the soil surface between the external
Figure 1.1: Could the area surrounding the facility be shaped to reduce vibrations from external sources?

sources and the facility, vibration reduction was achieved. A solution that is cost effective and maintenance free, and as one that is more appropriate in an urban situation than more traditional methods such as trenches or other barriers. At this stage of the design the range of possible solutions is vast. The masses might be buildings, parts of buildings, sculptures, soil, or other objects. As such, it is of interest to investigate if it is a possible method of vibration mitigation, and which configurations are most efficient in order to select a strategy that is suitable when considered together with other aspects that are important for urban plans.

To include the vibration reduction strategy as one of the ideas of the architectural design required several things. First, studies to figure out if masses are favorable for vibration reduction were performed, investigating which parameters characterize the phenomena. These studies were performed in two-dimensional (2D) analysis, concluding that heavy masses could work, however, the total mass needed to be rather large. Several sketches were made on how masses or buildings could be included on the site, Fig. 1.2.

A factor in direct relation to the architectural design is how these masses are shaped and or-

Figure 1.2: How would it be made part of the built environment?
To address this, required collaboration between the architect and structural engineer, since the urban plan needs to fulfill architectural requirements while including a strategy for vibration reduction. In order to support the collaboration and communication a new tool was required, which could facilitate the exploration of different plans and how well these could work for vibration reduction. The developed tool can give numerical feedback quickly on whether a certain spatial organization of masses is suitable for vibration mitigation or not, the tool and further details are presented in Paper A. The organization of masses with respect to vibration reduction could then be included while developing the urban plan.

Using the tool, several different examples were tried out. Some gave a marked reduction in vibrations, some made no practical difference and some resulted in undesirable results with increased vibrations (amplification). Fig. 1.3 shows examples illustrating some aspects that were found to be important when placing out masses. The left example shows small solids uniformly spaced, they have little effect on the propagating vibrations. The middle example shows lines of solids, arranged such that there is no straight path from the source to the other side, they have favorable vibration reduction. The right example shows solids of different mass placed over the whole area, their organization leads to increased vibrations. Finally, a design proposal based on the studies with the tool was found which could work well together with other aspects for the urban plan. Buildings placed along lines perpendicular to the waves between the source and the facility which also block any straight paths were seen as efficient, similar to the middle example in Fig. 1.3. The design of these could also be incorporated with the tangential extensions on the circumference of the round facility, thus connecting to the building form.

The main research question in the thesis is: How can better adapted computational methods, concepts, strategies and visualizations of results inform and support design decisions?

The design example in the introduction shows how, in a collaborative setting with engineers and architects it is possible to explore alternative structural systems and phenomena through simulation and visualization early in the design process. This can lead to a more creative and informed collaborative design process. In order to include physical phenomena and patterns, and integrate them in the overall concept, and in order to present and communicate to mem-

---

**Figure 1.3:** Which shapes would work? How do they relate to the research facility?
bers of the design team without structural knowledge engineers have different tools available, such as, sketching, hand computations, computer tools and so on. Modeling tools for conceptual studies must encourage creativity and be capable of interactively modifying the model in a sketch-like fashion once it has been created. This is a fundamental aspect in any design activity, where the designers are constantly going forward and backwards, re-elaborating over some particular aspect of the model, its general layout, or even coming back to a previous solution that had been temporarily abandoned Several alternatives are explored and used to further specify and reformulate the design goals.

1.1 AIMS AND OBJECTIVES

The main aim of the research is:

- to develop computational methods and strategies suitable for explorations of structural design spaces that can be used for improving informed decision making in conceptual design of structures.

In the long term, the research will result in new developed methods and tools that improve the conceptual design process and collaboration between architects, engineers, etc. This enables reduced environmental and construction cost, creates inherent safety in the structures and makes integration of the functional and technical goals possible. Another result by including structural considerations early is that engineers, designers and architects will have a greater awareness and understanding of how engineering and physical aspects affect the design process and how these are expressed in structures.

The objectives in the thesis are:

- Performing literature studies of methods and tools suitable for conceptual structural design. Possible directions for the research are identified.
- Development of numerical methods that meet the objectives stated in the literature review.
- Implementation of computer based frameworks based on the numerical methods.
- Implementation of demonstration programs.

The work is limited to computer based tools. The collaborative aspects are reflected upon in relation to communicating and presenting structural phenomena. An important aspect in the thesis is the relationship between structure and form.
1.2 Scope

Structural mechanics is a well developed area with many theories and numerical methods available for design and analysis. The available techniques offer different insights, and are based on mathematical analysis and three types of laws - the equations of motion, the constitutive equations, and the kinematic equations. The techniques vary in suitability depending on the project requirements. The research presented in the thesis includes three different theories of structural mechanics. Paper A utilizes the theory of solid structures, which is a general three-dimensional theory. Papers B and C deal with shells, parametrized in two dimensions. Papers D, E and F deal with pin-jointed structures, which are represented by one-dimensional lines. Each is studied together with an appropriate computational method: finite element analysis (FEA), isogeometric analysis (IGA), and graphic statics respectively. Each deals with a design process. The first allows for free exploration of mass distribution. The second restricts the forms to a sub-set that is mechanically suitable for shells with a dominant design load (usually the self-weight). The third offers different types of design processes — interactive or optimization based. Fig. 1.4 contains a table summarizing the thesis scope.

![Table summarizing the thesis scope.](image)
1.2.1 Forms for vibration reduction

Most tools for conceptual structural design deal with considerations of static problems. The phenomena that are studied within structural mechanics are vast and the phenomena considered by design tools could therefore be broadened. The first research question is related to the design example in the introduction:

- How can the effect of mass distribution on vibration reduction be computed and visualized for rapid feedback in an ongoing design dialogue?

One of the tools presented in the thesis is related to conceptual studies of ground-borne wave propagations in an urban scale. The tool is based on FEA and can be used to study the effect of placing forms with masses on top of soil as well as the resulting effect that the forms have on the propagating waves, see Fig 1.4. Such computations require powerful computers and are normally very time consuming. However, the approach used in the developed tool makes it possible to obtain results in minutes, allowing the user to reflect over the results and generate many alternative proposals quickly and act as an aid in brain-storming sessions. In a broader sense, this type of tool could be used as an aid in studying the effects of vibration from road and rail traffic, as well as structure-soil-structure interactions, in the ever increasing density of cities. The research is published in Paper A. The objectives set out to answer the research question were:

- Perform 2D parametric studies in order to identify important parameters.
- Develop an interactive tool for studying organizations of masses on the ground surface.
- Perform studies of different organizations, investigating which patterns are suitable for urban plans.

1.2.2 Isogeometric analysis

The second part of the research presented in the thesis is related to a recent extension of FEA, IGA, see Fig. 1.4. IGA allows for performing FEA directly on a Computer Aided Design (CAD) geometry.

The design of efficient shell structures requires a combined architectural and structural approach. Efficient shell structures primarily carry the dominant load in membrane action by being shaped correctly. The design used to be performed by physical form finding methods. These fell out of favor when computers got powerful enough, since computers simplified parts of the design process, by streamlining modifications and improving measurements. Using computers made form finding more intuitive, faster and more accurate, thereby allowing for a better exploration of the design space of efficient shell structures. The resulting shape is highly
dependent on the initial conditions, and often several iterations are required to achieve a de-
sired design, making CAD software an important tool thanks to the provided interactivity. 
Recently a new development of FEA allows for analysis directly using Non-Uniform Rational 
B-Splines (NURBS), which are a common technique for representing geometry in commercial 
CAD software. CAD software (Rhinoceros) are also today commonly used for the form find-
ing of shell structures. The geometry in Rhinoceros is based on NURBS, and using NURBS 
for the form finding might be of benefit, which leads to the research question:

• How can the same formulation for the numerical structural analysis and geometric rep-
  resentation be used to improve the workflow in an early design phase of shell structures?

The approach taken here, is that the integration of the form finding of shell structures using 
hanging methods directly into CAD software with CAD geometry can further streamline the 
design process of shells.

The research is published in Papers B and C. The objectives for this part were:

• Develop and implement the hanging model based form finding using NURBS based 
  membrane elements and the dynamic relaxation approach.

• Implement demonstrator tools using the developed method.

• Compare the numerical performance of the developed method using NURBS based 
  FEA to classical FEA.

• Investigate the advantages of using the same mathematical formulation for CAD and 
  FEA.

1.2.3 Graphic statics

The design of discrete 1-dimensional members which carry loads only in axial tension or com-
pression has been supported by a vast array of methods. One of the first methods for analysis 
of pin-jointed structures was graphic statics. The methods of graphic statics were very popular 
in the 19th and beginning of the 20th centuries. The methods employed graphical ways of 
analyzing structures. What is remarkable is that most textbooks on graphic statics presented 
it as a method for performing analysis, but its intuitive approach lead to several well-known 
engineers using the method as a design tool. The current research on graphic statics focuses 
on generalization and on modernizing it by using computational methods and linear algebra, 
as well as researching on how the method can be used for design.

Traditionally in structural mechanics we make use of the theory of elasticity in order to get 
a unique solution in statically indeterminate cases, however, with graphic statics we only use
the equations of equilibrium. Further we work in two dimensions, and only with pin-jointed structures – tension and compression. For these limitations, graphic statics offers a graphical presentation of the relationship between the form and the forces, through the form diagram, which represents the geometry and lines of action of the forces, and the force diagram, which represents the magnitude of the forces and the nodal equilibrium of each node of the form diagram. The force diagram also includes the global equilibrium, such that any manipulations of a force diagram guarantee that the resulting form and force diagrams are still in equilibrium.

For pin-jointed structures the shape is a determining factor for the force distribution, and geometric methods allow us to intuitively manipulate both the form and the forces. Computer based graphic statics is thus a promising research area for exploring form based on direct manipulations of forces. The research question for this part is:

- How can graphic statics methodology change how pin-jointed structures are explored through force diagram manipulations?

The research is published in Papers D, E and F. The objectives were the following:

- Formulate a bi-directional graphic statics framework.
- Implement a graphic statics demonstrator tool.
- Test the method through different examples and applications.
- Use the method for strut-and-tie modeling.

1.3 DISPOSITION

The thesis consists of two parts. The first part is an overview of the work, divided in 8 chapters. The second part consists of 6 appended papers that have been produced during this research.

The first part is organized as follows: Chapter 1 introduces the thesis. In chapter 2 a summary of the appended papers and developed demonstrator programs is provided. Chapter 3 briefly presents the architectural and structural design processes as well as design space exploration. Chapter 4 concerns existing tools for conceptual structural design. Chapter 5 presents research related to conceptual studies of ground-borne wave propagation in an urban scale, and a mitigation strategy. Chapter 6 is about form finding for shells under self-with using isogeometric membrane elements. Chapter 7 introduces the research related to graphic statics. Chapter 8 concludes the thesis.
2 Summary of appended papers

2.1 APPENDED PAPERS

Paper A

*Form Finding for Ground Vibration Reduction in an Urban Scale.*

Vedad Alic and Kent Persson.


Paper A investigates the search of forms in an urban scale that are effective in reducing vibration propagation from external sources, such as highways, high-speed railroads and industrial plants. It describes the implementation of a MATLAB tool for sketching different masses and investigating their affects on vibration reduction.

**Contributions by Vedad Alic**

Vedad Alic was the main author of the paper, carried out all the simulations, performed the FE modeling in ABAQUS and the subsequent model reductions in MATLAB as well as developed the tool for sketching different arrangements of masses and drawing of conclusions.

Paper B

*Form Finding with Dynamic Relaxation and Isogeometric Membrane Elements.*

Vedad Alic and Kent Persson.

Published in: Computer Methods in Applied Mechanics and Engineering.

http://dx.doi.org/10.1016/j.cma.2015.12.009

A method for form finding with dynamic relaxation and Non-Uniform Rational B-Splines (NURBS) based isogeometric membrane elements has been implemented and studied regarding the influence of the discretization and element shape on the form finding. The procedure allows for rapid form finding since NURBS describe the curved geometry well and it is shown that the form-finding can be performed using a coarse mesh. However, to minimize the bending strain energy a fine mesh is needed. Using smaller elements is more advantageous than increasing the degree of the basis functions, keeping the number of integration points few
and converging at a lesser number of iterations. Using isogeometric analysis (IGA) simplifies further studies since the form-found shape can be exactly represented with a shell element formulation. The method is suitable to be used in computer aided design environments such as Rhinoceros 3D during design stages, where the form finding can be evaluated together with other studies in a design context.

**Contributions by Vedad Alic**

Vedad Alic was the main author of the paper, planned the research, implemented the methods, carried out the investigations and wrote the paper.

**Paper C**

*Using isogeometric elements and dynamic relaxation as a form finding technique.*

Vedad Alic and Kent Persson.

Published as a reviewed paper in: Proceedings of IASS 2015 Amsterdam Symposium: Future Visions.

The use of NURBS based isogeometric analysis for form finding and further design of form found structures is presented in this paper. The form finding is performed with non-linear isogeometric membrane elements together with dynamic relaxation. The method has previously been tested on simple geometries in a computational environment, and is here further integrated in a CAD program, Rhinoceros 3D where the method is evaluated for complex geometries in a design scenario. The form found shape is further studied and it is shown how the membrane and bending utilization can be plotted on the shape by making refinements to the mesh without affecting the geometry. Finally the form finding is employed on some complex geometries to show the possibilities of using coarse NURBS meshes for form finding.

**Contributions by Vedad Alic**

Part of the implementation of the Rhinoceros 3D plug-in presented in the paper was performed by a Master’s dissertation student [1], together with the aid and supervision of Vedad Alic. Vedad Alic was the main author of the paper, and wrote parts of the plug-in.

**Paper D**

*Bi-directional algebraic graphic statics.*

Vedad Alic and Daniel Åkesson.

Published in: Computer-Aided Design.

http://dx.doi.org/10.1016/j.cad.2017.08.003

A pre-existing algebraic graphic statics method is extended to allow for interactive manipulations of the force diagram, from which an updated form diagram is determined. Newton’s method is used to solve a set of non-linear equations, and the required Jacobian matrix is derived. Additional geometric constraints on the form diagram are introduced, and methods for improving the robustness of the method are presented. We discuss the implementation of the method as a back-end to an interactive application, and demonstrate the usability of the method in several examples where the qualities of directly manipulating the force diagram are
emphasized.

Contributions by Vedad Alic
The authors co-wrote, developed and implemented the methods for the first draft of the paper. Vedad Alic did two additional revisions of the paper, where further investigations and writing was carried out.

Paper E
*Design explorations based on force diagrams.*
Vedad Alic and Kent Persson.
In review: International Journal of Space Structures

A method for generation and exploration of forms based on force diagrams and graphic statics is presented. Algebraic equations are formulated to compute the form diagram from a given force diagram. The construction of the connectivity and incidence matrices from the force and the algebraic equations for computing the form diagram are presented. Finally, methods for including linear equality constraints are presented. An approach for constructing crossing-free drawings for force (and form) diagrams is presented. We present a method for making topological refinements to the force diagram. The usability of the method is demonstrated in several examples that allow for explorations of forms based on manipulations of the force diagram.

Contributions by Vedad Alic
Vedad Alic was the main author of the paper, developed and implemented the methods, carried out the investigations and wrote the paper.

Paper F
*Generating initial reinforcement layouts using graphic statics.*
Vedad Alic and Kent Persson.
Published as a reviewed paper in: Proceedings of IASS 2018 Boston Symposium: Creativity in structural design.

A key step to the strut-and-tie method is the selection of an appropriate truss model, due to the static indeterminacy of reinforced concrete there are often several suitable models possible. A method for automatically generating a suitable truss model by using graphic statics is presented. Optimal layouts are found by minimizing the total load path. A formulation of constraints suitable for generating an initial strut-and-tie model confined to an arbitrary polygon with holes is also presented. The performance by using derivative based and derivative free solvers is compared. The method is applied to several examples and the results are compared to existing methods from literature as well as to the principal stress patterns based on finite element analysis. All of the presented examples yield good results and the optimal layouts found can be used as a starting point for further design with the strut-and-tie method.

Contributions by Vedad Alic
Vedad Alic was the main author of the paper, developed the idea, implemented the methods,
carried out the investigations and wrote the paper.

2.2 DEVELOPED DEMONSTRATOR PROGRAMS

During the work several tools have been developed to try out the methods: A tool for exploring optimal position of masses, a form finding plug-in for Rhinoceros 3D and a plug-in for the visual programming environment Grasshopper 3D. Additionally, a framework for bidirectional graphic statics has been developed.

**Placing masses** To explore different shapes of masses and their effect on mitigating soil wave propagations a tool was developed for sketching shapes of masses on top of soil. Developed by the author.

**Isogeometric Analysis toolbox** An Isogeometric Analysis toolbox for CALFEM for MATLAB was developed by the author during the research in Papers B and C. It is available on-line [2].

**Rhinoceros 3D plug-in** A Rhinoceros 3D [3] plug-in was developed for form finding of efficient shapes for shell structures. Developed by the author and by a Master's dissertation student [1].

**Grasshopper 3D plug-in** The Grasshopper 3D [4] plug-in uses the same back end as the Rhinoceros 3D plug-in. Developed by the author.

**Graphic statics framework** The algorithms are implemented using MATLAB, Python and C++ and have been used for the research in Papers D–F. A GUI in Rhino has been written using .NET and is connected to the backend by message passing. The algorithms are currently being added to the COMPAS_AGS package, as an open source extension, COMPAS_BI_AGS, available in a separate branch at [5]. The COMPAS framework is an open-source, Python-based framework for computational research and collaboration in architecture, engineering and digital fabrication. COMPAS_AGS is a COMPAS package for Computational Graphic Statics and implements [6, 7] and Paper D.

2.3 OTHER PUBLICATIONS BY THE AUTHOR

**Licentiate dissertation:** *Numerical Methods for Conceptual Structural Design.*

Vedad Alic.
2.3 Other publications by the author


Conference papers:

On the Implementation of Isogeometric Analysis for thin shells.

Bi-directional Algebraic Graphic Statics - On Force Diagram Constraints.

NURBS based form finding of efficient shapes for shells.

Isogeometric elements in the dynamic relaxation method.

Vibration reduction in soil by addition of surface masses.

Conference abstracts with oral presentation:

Form finding with T-splines and Dynamic Relaxation.

Simulating hanging models with Isogeometric Analysis.

Interactive computational modelling in early-stage architectural design.

Vibration reduction in soil.
3 The design process

This chapter briefly presents the architectural and structural design processes, their differences and some aspects about collaboration and communication. Further design space exploration and structural design space exploration are also presented.

3.1 ARCHITECTURAL AND STRUCTURAL DESIGN

3.1.1 Architectural design process

The early phases of a building design process are characterized by an ambiguity of design constraints and requirements and a creative work where several alternative variations of a design based on the initial requirements are quickly generated [8]. The process is often creative and iterative. The amount of design freedom and impact of design decisions is very high in the early phase, which is considered the most important phase [9, 10]. According to [9] it has been estimated that about 75% of the final product cost is accounted for by design decisions.

There are not always objective criteria for evaluation in architectural design and problems rarely have a well defined criteria for termination - one can always further improve the design [11]. It is common in architectural design to make the problem more specific while it is being solved, goals are iteratively redefined based on the previous and current design proposals. The distinction between routine and creative design can be made by how well- or ill-defined the design problems are [11]. For well-defined design problems (routine design) it is possible to follow a known procedure in order to arrive at a design proposal [12, 13].

Schön describes a part of the iterative design process as reflection-in-action [14]. A designer often makes representations to be constructed by others. The making process is complex with more variables and design paths that can be represented or explored in a design process. “Because of this complexity, the designer’s moves tend to produce consequences other than those intended. When this happens, the designer may take account of the unintended changes he has made in the situation and reformulate design goals and outcomes. He shapes the situation, in accordance with his initial appreciation of it, the situation ‘talks back,’ and he responds to the situation’s back-talk.”
In a good process of design, this conversation with the situation is reflective. In answer to the situation’s back-talk, the designer reflects-in-action on the construction of the problem, the strategies of action, or the model of the phenomena, which have been implicit in his moves.” - Donald Shön, The reflective practitioner, 1983 [14].

To help make sense of the design situation the architect makes use of his repertoire, gathered from past experience and study of examples, images, understandings and actions [14].

Experienced architects tend to develop a variety of conceptual design propositions before going into depth on a select few, sometimes referred to as breadth first, depth next [11]. This allows for a broad search of a design space before identifying candidates for further study and detailed development. According to Akin, [11], architects tend to apply creative design strategies even for routine design problems, while engineers tend to stick to a few (or the initial) problem definition.

3.1.2 Structural design process

Mike Schlaich [15] describes the structural engineering process to consist of sound scientific and theoretical knowledge combined with creativity. He divides the daily work of the engineer into four steps: conceiving, modelling, dimensioning and detailing. The conceiving step is the most important, where the overall structural concept and important details are developed and it is argued that a structure is developed from a given context (topographical, technical, political, cultural...). Errors and difficulties that arise later in the project are often due to poor decisions in the conceptual design [15]. It is further described that the design process is never straightforward, solutions are often reached in an iterative and slightly chaotic manner. Schlaich’s views are that the engineer bears cultural and social responsibility for his structures and that he is a partner of the architect and not a stress analyst [15]. The views that the engineer should be part of the initial design are shared by other engineers [16, 17].

Engineers need to justify decisions based on calculations and structural theory. A building which cannot be proven sound should not be built, leading to design processes where often the early stages are neglected in favour of investing time into the later more rational and analytic parts of the engineering design process. Creative structural design includes subjective choices - “It appears to be forgotten that for every engineering task there are a practically unlimited number of solutions and that, because of this, it is never possible to make a choice according to purely functional considerations. Of necessity, it must be hit upon subjectively.” - Jörg Schlaich [18].

3.1.3 Collaboration and Communication

“Collaboration can only be fruitful and the overall quality of the building satisfactory, if each partner understands the language of the other” - Jörg Schlaich, On the conceptual design of structures, 1996 [17].
3.1 Architectural and structural design

The earlier stages are usually performed by the architecture team alone, without the expertise of the engineers. Some of the main design decisions by the architecture team affect the performance aspects of the building, such as related to structure, acoustics, and energy [19]. Engineers are often omitted from the stage where they have the greatest opportunity to influence the structural performance [20]. However, this is not always the case. Schlaich and his office likes to be included early, and attempt to provide several conceptual structural designs which they think work with the overall concept. If none of the designs are satisfactory new ones will be suggested until one is agreed upon together with the architects [18].

Balmond [21] is another engineer involved early in design projects. In [21] he describes how he together with Rem Koolhaas designs a villa with the desire to make it 'fly'. Mechanical concepts are used throughout the design process to help reach this goal, both in the overall shape but also in the detailing. Throughout the process, simple sketches are used to share and communicate ideas - sketches and drawings become an important means of communication.

3.1.4 Considering structural performance

There are several reasons for why it is important to include structural performance considerations early on in the conceptual design stage. Form and member topology are the two most important aspects of structural performance [22], they are generally already determined during conceptual design. Another important factor for structural performance is the boundary conditions. If the effects of form, member topology and boundary conditions on the building as a structure have not been considered it can lead to wasteful and poorly performing solutions resulting in that structural engineers need to make poor design work. If the form of the building is innovative, it can be difficult to realise with a conventional structural system, and a challenging task for the structural engineers to understand the structural behaviour. Results can be wasteful, expensive, and maintenance-intensive, and it can ultimately lead to poor design and even collapse, see for example [22, 23].

If the structural design, however, is considered from the beginning of the project, the workload on the structural engineering team is reduced. Structures whose conceptual design is well thought out early in the project, with ideas of load paths and overall structural behaviour included from the start are often easier to deal with in the detailed design and analysis stages [15]. Moreover, the range of solutions is much larger as only a few constraints have been set, and there are opportunities for better performing solutions, and on occasion, solutions whose quantifiable aspects are integrated into the design.

Well performing structures require less use of material, lead to savings in cost, consume fewer resources, are more sustainable, safer, are more durable and easier to build [22].

Consideration of form early on in a design process makes it more likely that the architectural intentions of the project will be realized, since the risk of requiring changes to the design due to structural considerations in later stages are reduced. Early structural considerations can lead to
an increased architectural variety. It can also lead to buildings where the aesthetic, functional and technical considerations are in harmony.

In conclusion, considering only parts of the design requirements during conceptual design limits the success of the whole design process and the final proposal. Enlarging the set of requirements assessed at an early stage, enhances interdisciplinary interaction, and creates designs whose performance aspects have greater chances of success. To include engineering related aspects in early-stage design requires close collaboration and communication between architects and experts in different fields of engineering, as well as the availability of tools, such as simulation software suitable for conceptual studies and design.

### 3.2 COMPUTATIONAL DESIGN

The use of computer tools has become widespread in engineering and in architecture. Software tools for making design decisions have been developed, however, most of the software available today are applicable to detailed design phases [9, 10]. Poor choices made in the conceptual design phase are difficult to compensate for in the detailed design phase, yet there have been very few computer-tools developed for the conceptual design phase. Partly since the amount of design specific information available in the early phases of a design is limited [9], and early stage design often includes rapid changes in design direction. These factors make it difficult to use computer based tools which often require precise information that is time-consuming to input into the computer, and the solution methods used are slow and not suitable for interactive manipulations.

The current availability of computational tools reflect and strengthen the separation of design from structural behaviour [22]. Architectural tools are focusing on geometry, independent of performance, whereas structural tools are focusing on analysis of an already established geometry.

However, the time available to create a design proposal is getting increasingly shorter due to increased financial pressure while projects are in general increasing in complexity. In the later design stages computers help produce results faster and manage the complexity better. Developing computer tools for the early design process can help in making better, more informed decisions that include more aspects in the early design, and streamline the later stages of detailed design process. The use of computational tools also has the advantage of being able to store, re-use and share the generated design knowledge, and potentially apply it to other projects.
3.2 Computational design

3.2.1 Design space exploration

Design space exploration is the task of exploring many design alternatives before deciding on a final solution. This task rests on the idea that the computer can usefully portray design as the procedure of exploring alternatives [24]. Akin’s terminology of breadth first, depth next [11] sounds like exploration, whether Akin’s work translates to the digital medium is discussed in [24]. Design differs from problem solving in that the goals are not fixed from the start [25]. This requires the representation of many designs from a network called a design space, which is explored by traversing paths in the network. Fig. 3.1 depicts some common types of traversals of a design space.

Design space exploration rests on three premises [24], first that it is a model that support observed designer workflows, second that designers benefit from tools that amplify abilities to search for designs, represent goals and problem spaces, and the third relates to the availability of representations and algorithms suitable for design exploration. Each of these is an area of research. In [24] an overview of each is given, here, some parts related to the thesis are briefly recounted.

Features of design representations suitable for design exploration contain the following properties: they are partial and intentional representations of an object; carry both strong and weak representational qualia; and must support alterations to the object represented [24]. Design spaces are vast, and an random initial design is unlikely to be acceptable, thus it is important that suitable designs are attainable with reasonable effort during exploration.

Further, strategies for amplifying human cognitive abilities are described, these include [24]:

- Representational prowess – representations of objects should be just enough to enable exploring without overburdening with specifics. For instance, solid modeling allows for abstract boolean operations without requiring considerations of what the solid consists
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• Codification – designers prefer to use past successful moves in new designs. By encoding parts of a design using rules it can be adapted to other settings and some design decisions may be postponed to later stages. This includes scripting, parametric modeling and rule based generative systems. The methods developed in Papers B–E support use with parametric modeling.

• Explicit design space – an explicit design space contains alternative solutions to the problem at hand and can be an accessible way of making new discoveries in the implicit space. Alternatives are also important in that only some of them may be able to represent some of the design criteria. Paper E includes an example by using self-organizing maps which organize high-dimensional data by providing an orderly mapping to a low-dimensional grid and provide an overview of the possible designs in a design space. Another common approach in engineering is to perform parametric studies.

• Implication – further designs on a design path can only be reached from the current state, thus what can be inferred from the design representation is important. An example of this is creating renderings from a model which enables different views, lightning conditions and material selections.

• Speed – the design paths explored and decisions taken should be with reasonable effort. If designs can be computed quickly, the speed will be governed by the ability to make choices which further the design. The methods in Papers B–E can compute designs quickly, and provide different means of visualization in order to support decision making.

• Backup – most CAD systems include an undo command, which significantly reduces the costs of recovery from mistakes.

• Recall – extends the idea of back to further distances or time. This can even include precedents from other designers, one method of including this can for instance be through search engines.

• Replay – using a precedent in a new context. The most common method in CAD systems is through copy and paste, or to copy and apply path, i.e. apply design rules to a new context.

3.2.2 Structural design space exploration

Mueller discusses different means of computing structural design space [22]. Two categories of conceptual structural design tools are identified; feedback tools and guidance tools. Feedback tools use existing analysis and verification methods but rely on real-time or near real-time structural analysis integrated into design tools in a user guided interactive experience. The
3.3 Conclusions and present research

The aim is to provide rapid feedback about the structural performance in order to aid in exploring different structural solutions for the design. Guidance tools use optimization techniques in order to suggest new design alternatives based on structural performance.

Olsson discusses the term *structure and quality* in [26]. Several concepts from structural mechanics are discussed regarding their qualitative and abstract values - equilibrium, stiffness, mechanisms, etc. are used to reason about the relationships between matter, space, structure and loads. These give limited and alternative views on how a sketch might be interpreted as a structure, which is in line with features of design representations discussed in [24].

Research of conceptual structural design tools is an emerging field where researchers have taken several different directions, the literature review in the following chapter and [22, 27] give a brief overview. Although there has been some research done, there is a need for development of methods and tools to be used in conceptual structural design.

3.3 CONCLUSIONS AND PRESENT RESEARCH

During the last decades, there has been an extraordinary development of computer-based tools intended for presenting or communicating the results of architectural projects. However, the tools primarily focus on the geometric aspects of the design. The literature review in this chapter covered the architectural and structural design process, and the computational design strategy of design space exploration. Including engineering aspects and supporting collaboration in early design space exploration requires suitable tools. In the following chapters a summary of representations and algorithms suitable for design space explorations where structural considerations are included will be presented.
4 Tools for conceptual structural design

In this chapter, computer based tools for conceptual structural design are discussed. Implementations of the formal design space strategies described in the previous chapter are here presented in tools that are available and used for structural design. It covers rapid feedback tools, computer aided design and computer aided engineering, conceptual representations of structures, introduces graphic statics. Additionally, an overview of form finding and structural optimization is covered.

4.1 RAPID FEEDBACK TOOLS

Rapid feedback tools rely on that results can be produced very quickly. In terms of design space exploration the key is not only to compute results quickly, but that it leads to quick unfolding of paths in the design space [24].

Several rapid feedback tools based on the finite element method have been developed at the Division of Structural Mechanics, Lund University. These are ForcePAD [28], ObjectiveFrame [29], and Sketch a Frame [30]. Finite element based rapid feedback tools are adapted to conceptual design by removing time consuming aspects such as precise geometry, material specification, and meshing. The approach doesn’t necessarily provide results of high accuracy, but gives insight and allows for qualitative studies of structural behavior.

The key idea behind ForcePAD is that it employs metaphors similar to those of image editing applications. In the application one paints a structure where the stiffness of different parts is controlled by the gray scale, where white is no stiffness, and black is maximal stiffness. The method allows for quick sketching of structures and to make changes to them.

ObjectiveFrame provides real time deformation feedback of loads applied to frame structures, as an idea to imitate the learning of structures through physical models. There has been some recent development of ObjectiveFrame by use of the Leap Motion controller, which allows the user to interact with structural models by using their hands to apply forces, see Fig. 4.2.

Sketch a Frame is a tablet computer application for conceptual design of trusses and frames,
Figure 4.1: The GUI of ForcePAD showing a simply supported block: (left) Physics mode, (middle) Action mode showing the principal stresses, blue is compression and red is tension, (right) Action mode with modified structure, where low stress parts are removed, resulting in a truss.

Figure 4.2: The GUI of ObjectiveFrame, showing a deformed model and the hand input.

devolved for use on the iPad. It allows the user to directly manipulate structures and loads through a multi-touch interface. Providing real time feedback it allows for exploration of form, see Fig. 4.3 for an example. The tool also has the capability to show normalized static redundancy factors, allowing the user to identify members that can be removed from a statically indeterminate structure.

Other academic and commercial applications of real time numerical tools have also been developed, such as the Model-Alive feature of SAP2000 [31], Force Effect [32], PointSkech2D [33], and Dr. Frame 3D.

Recently, a number of tools have been developed with the intention to include structural considerations into Computer Aided Design (CAD) software. Their approach is to integrate structural analysis modules into CAD software and allow for a smooth work-flow, allowing the user to make changes to a design and immediately perform an analysis. Through iterations, it
becomes apparent how design changes affect the performance. The tools can make analysis
directly for the available geometry in the main software, however, additional discretizations
of the geometry is necessary after changes in the geometry, before the numerical analysis is
performed. It is not always possible to automate the discretization, and the design geometry
can have many details that are unnecessary in the analysis and may make it time consuming.
The tools are often limited to a single CAD application, or a combination of a CAD and
FEA-program.

Some popular examples of such tools are Geometry Gym for Rhinoceros (Mirtschin, 2011),
Karamba [34] for Rhinoceros, Kangaroo Physics [35] for Rhinoceros and Robot [36] for Re-
vit. Karamba provides the ability to set up structural models in the visual programming en-
vironment (also called parametric environment) Grasshopper for Rhino. Geometry Gym also
interacts with Grasshopper and connects the parametric models to popular BIM or structural
analysis software.

The tool developed during the research presented in Paper A belongs to the class of rapid
feedback tools. It uses the same metaphors as ForcePAD.

4.2 CAD AND CAE

CAD tools are used for developing designs, drafting, documentation, and communication of
for instance a proposed design or construction documents. One of the first computer tools
in the area of CAD was Sketchpad 1963 [37]. The ancestor to CAD pioneered the way of
human-computer interaction, graphics user interfaces and computer graphics. In the begin-
ning commercial CAD tools were used for documentation of designs by use of 2D drafting,
and have since been developed to capable 3D software. CAD tools used in the built environment are categorized as follows:

- Drafting tools: 2D drafting, 3D drafting
- Building information modelling (BIM)
- Design computation

It was simple to introduce 2D drafting into existing design processes as it continued the practice of representing buildings as multiple 2D drawings [38]. Some believe that it delayed the use of 3D tools even though they were available [38].

The foundations of BIM were established in the 80s [38]. BIM represents a design as an assembly of objects. BIM workflow forces one to define or use pre-defined objects before the overall form. The object approach limits itself to later stages since it requires detailed information which is missing in the conceptual design. BIM is often criticized for being easy to create the obvious (using common objects) but difficult when one needs to deviate and create design innovations. BIM has good support for collaboration, multiple disciplines can work in a common model.

If drafting and BIM are the first two eras of building related CAD then design computation is the third (although their developments overlap each other). According to [38] some objectives of design computation are to overcome limitations of BIM (the ability to define own objects and inter-object behaviors) and to move away from manual modeling. In design computation the designer is no longer directly modeling the building: instead time is spent developing a graph or script whose execution generates the model. An apparently minor edit to the graph or script could have a large effect on the generated building, enabling the exploration of a vast array of alternatives. Recently the visual programming environment Grasshopper [4] for the CAD program Rhinoceros [3] is such a tool that has become very popular, see Fig. 4.4. In Grasshopper the user creates parametric models by connecting consecutive components (creating a graph) which operate on geometry in Rhino. A similar tool to Grasshopper is Autodesk Dynamo [39].

Apart from the mentioned three general categories there are other CAD tools available. Solid modelers are common as design tools in other industries, but are a rare occurrence in building design, but have occasionally been used, e.g. solid modeling in Digital Project originally developed by Gehry Technologies. General graphics suites e.g. Maya have been used as conceptual sculpting tools at some architectural studios (e.g. Zaha Hadid Architects) since they are well suited for free form modeling.

CAD tools are well developed and successfully used in early design stages to explore geometric alternatives. However, they are often limited to geometric considerations and do not consider structure or other performance based aspects of buildings.
Software tools that support engineering tasks are termed CAE, the term is broad and includes software for FEA, computational fluid dynamics (CFD), multi-body dynamics (MBD) and optimization.

Finite element programs offer capabilities to perform detailed analysis of a structure, including stresses and displacements, but also non-linear effects such as plasticity, fracture, and buckling. Although being very powerful and able to handle complex geometries, finite element programs require the definition of a pre-set geometry, selected materials, application of forces and defined support conditions in order to provide a solution. The amount of detailed information required for a typical finite element program limits their use in conceptual design. Further, traditional FEA tools produce results with very high precision, however, in conceptual simulations only qualitative results are necessary. Attempts have been made to adapt the FEA to conceptual structural design, some of these are part of the literature review in the following section.

4.3 FORM FINDING

There have been several definitions of classical form finding, one is [40] “form finding is a forward process in which parameters are explicitly/directly controlled to find an ‘optimal’ geometry of a structure which is in static equilibrium with a design loading.”. Some recent definitions of form finding are much broader, [41] “finding an appropriate architectural and structural shape”, allowing for additional constraints and performance criteria. In [42], the different types of definitions are separated into classical and modern form finding.

Regardless of which definition is used, it is known that geometry has a key role on structural performance related goals in buildings. Geometry is also important for other performance related aspects, such as energy, whose relationship to geometry has in the last decade seen an
increase in studies [43].

Classical form finding methods are used to find efficient shapes for arches, shells and membranes under certain loads, such as the self-weight or pre-stress. The methods are a type of optimization, but do not rely on general mathematical optimization techniques, but rather on finding states of equilibrium for a prescribed load or stress. The methods can be divided into two types. The first is related to pre-stressed structures, whose shapes are analogous to minimal surfaces. The second is related to the hanging chain and its inverse.

Pre-stressed structures carry applied loads trough tension and are stiffened by the pre-stressing. These can be cable nets or fabric membranes. These structures are some of the most efficient in terms of dead-load to span ratio. The aim of the form finding for pre-stressed structures is to find a shape that is in equilibrium for the prescribed pre-stress. One approach to do this physically is to use soap films which almost assume the shapes of minimal surfaces, see Fig. 4.5, bounded by rigid steel wires. Frei Otto [44] at the Institute for Lightweight Structures (IL) was one of the early adopters of such methods. The shapes from soap film experiments are related to isotropic pre-stress states, however, for fabrics the material properties in the directions of the warp and weft can vary, and it is possible to prescribe an anisotropic pre-stress.

The idea of the hanging chain and its inverse is well known. As the hanging chain cannot take any bending stresses the resultant shape will be in pure tension, which is generally a much more efficient use of material than in bending. A physical form finding model with hanging chains is shown in Fig. 4.5. Inverting the shape creates an arch in pure compression. The method can be extended to membranes which are physically form-found using hanging cloths, which when inverted give the shape of a vault in compression (for simple geometries). For shapes that are more complex the process of finding shapes by use of hanging cloths becomes difficult due to wrinkling from in-plane compressive forces. Heinz Isler [45] pioneered the use of cloths for form finding both as conceptual models and for precise measurements. Using these techniques in physical models required knowledge about the cloths anisotropic properties, the cutting pattern, as well as good structural intuition and patience. Generally, care must be taken when designing compressive structures, such as vaults and arches since buckling may occur.

There is a wide range of numerical methods for form finding, most of which were initially developed for the form finding of pre-stressed structures. For the form finding of pre-stressed structures, pre-stress is prescribed to an initial form which deforms until it settles in an equilibrium state. During the process only geometric stiffness is accounted for, which causes singularities in the tangential mesh direction (nodes are allowed to move freely on the surface). In form finding of hanging models with membrane elements, another type of singularity arises in the surface normal direction, since the elements only provide stiffness in the surface directions. This can for very fine meshes lead to mesh dependent, artificial wrinkling patterns. Different approaches for dealing with the mentioned singularities have been studied and can be divided into three different types [42]:

- Dynamic methods solve for the static equilibrium by the use of a fictitious dynamic sim-
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Figure 4.5: Hanging model and soap film model, from Wikimedia Commons.

ulation. The addition of inertia avoids the difficulties of the singular stiffness matrices. A popular method in this category is dynamic relaxation \([46,47]\). For the pre-stress type of singularity fictitious forces tangent to the surface may be needed.

- **Geometric stiffness methods**, such as the force density method \([48]\), used for the form finding of cable nets. The cable force is replaced by a force density, which is the ratio of cable force to cable element length. The replacement makes the equations of equilibrium linear.

- **Stiffness matrix methods** rely on adding penalty stiffness to the stiffness matrix to prevent or control singularities. See, for instance \([49,50]\).

Form finding usually requires several iterations, where the designer alternates between specifying mechanical requirements and performing form finding and evaluating the shapes with respect to other design criteria. If it is necessary, changes are made to some mechanical conditions (boundary, initial geometry, material parameters) until a form that fulfils the design requirements is found. Mechanical considerations and design aspects are closely connected and require good communiction between FEA and CAD tools. There are many tools developed which simplify this connection. The tools exist both as standalone tools, such as CADenary \([51]\), one of the first tools for interactively exploring hanging models, and, as plug-ins to CAD software: Kangaroo \([35]\), Karamba \([34]\), SmartForm \([52]\), Rhinomembrane \([53]\), RhinoVault \([54]\).

All of the developed methods and tools that have been covered in the literature review require the discretization of some initial geometry into finite elements. Because of the discretization, it is difficult to continue changing the geometry of a model after the form finding process, since common CAD tools have poor support for FEA type of geometries. Often the employed elements in the FE simulation are flat and lead to faceted geometries, while shells and membranes are curved and smooth, see Fig. 4.6.
**Figure 4.6:** Traditional work-flow for form finding, starting with a CAD geometry and ending with a FE-solution with discrete geometry.

Papers B and C present a form finding framework based on NURBS based membrane elements solved with dynamic relaxation, which can be used directly in CAD software.

### 4.4 GRAPHICAL METHODS

Graphical methods present the geometric relationships between a structural configuration and its internal distribution of stresses. In the 19th century graphical methods were devised to analyze trusses, offering an alternative way to solving the equilibrium equations by hand. They lost in popularity when calculators and modern computers became available. They are again increasing in popularity and research due to advances in CAD and computational methods.

The recent developments do not aim to compete with structural analysis methods, instead, the aim is to provide means for exploring structures in static equilibrium, for early conceptual design. The methods can be automated in modern CAD environments and are no longer limited to two-dimensions. With the use of algebra the relationships between geometry and internal forces and the manipulation of the relationships can be made clear and precise, removing old limitations such as requiring the structures to be statically determinate and not requiring tedious iterative procedural drawing by hand to reach specific geometric configurations that fulfill assumptions on loads and geometry (for instance having a self-weight and a geometric configuration that goes through some select points).

The most common version of graphic statics is based on the construction of two reciprocal diagrams: the form diagram representing the actual geometry of the structure, and the force diagram that represents the internal forces through vectors. Changes in the geometry are reflected in the force diagram, providing a visual relationship between the two. Similarly, changes in the force diagram are reflected in the form diagram. Because forces are graphically represented using vectors, no numerical analysis is required to calculate the forces.

Papers D–E formulate a framework for force driven design using graphic statics. The framework enables interactive manipulations of graphic statics diagrams that are straightforward to integrate into CAD software.
4.5 STRUCTURAL OPTIMIZATION

Exploring a design space and searching for well performing solutions is a process well suited for optimization techniques. In structural design, optimization combines techniques from CAD, non-linear mathematical programming, and computational mechanics [55]. The methods optimize some objective function $f$ (for instance the weight, stiffness, or strain energy) with respect to some design variables $x$. Normally constraints and variable bounds on $x$ need to be satisfied as well.

There are three common types of structural optimization: size optimization, shape optimization and topology optimization. Optimization tools are able to change the geometry to better suit the objective, and can act as guidance tools by suggesting geometry changes.

For shape optimization problems the state of the art approach is to describe the geometry and design variables using NURBS patches. This is done to avoid mesh distortion which is common if the coordinates of the finite element nodes are used as design variables directly [55]. Further, by using NURBS patches there is an advantage that the number of design variables are reduced.

For truss structures the most common optimization approaches are topology optimization, both using a continuum [56] and using the ground structure approach [55]. Both have been studied for the automatic generation of strut-and-tie models (STM), see [57] and [58] respectively. Paper F uses structural optimization to find optimal strut-and-tie networks in arbitrary polygonal regions. The objective function is formulated using graphic statics.

Traditional optimization has the limitation that it converges to one optimal solution, this is not well suited for conceptual design where the designer wants to generate multiple solutions and where some goals can be of a qualitative type. To generate multiple alternatives usually requires a change of the initial conditions, which can result in that the optimization algorithm converges to different local optimum. An alternative is to use heuristic optimisation methods, such as genetic algorithms, that can generate multiple well performing designs. These can be better suited from other design objectives which are either still not discovered as important by the designer, or are difficult to describe in an objective function [59] (i.e. non-performance oriented objectives). Mueller [22] has proposed methods for allowing the user to interact with an optimization algorithm, [60], being able to generate several design proposals with good performance but not necessarily the optimal, which are instead selected out of other aspects. See for instance the online tool structureFIT [61].
5 Finding forms for vibration reduction

5.1 BACKGROUND

Most existing tools for conceptual structural computations focus on problems related to statics. However, on some occasions it is important to consider dynamic effects in the conceptual design phase. As our cities continue to grow and get denser, noise and vibration pollution will be important to consider. In the prototype tool presented here a method proposes how to place masses or buildings to reduce vibrations nearby a high-tech facility which is sensitive to vibrations.

In [22] computational structural design tools are grouped into two groups, feedback tools and guidance tools. Since the questions asked in the stage of the urban planning process are very broad and imprecise, a guidance based tool (which typically requires a well-defined objective function and design variables) was not developed, and focus was on developing a rapid feedback tool, since it offered a freer exploration and could be used as support in a collaborative setting.

5.1.1 Present research

MAX IV, a synchrotron light source, is a national laboratory in Lund, which is operated jointly by the Swedish Research Council (VR) and Lund University. The facility is located northeast of Lund, at the outskirt of a new area, Lund North-East, roughly 100 meters southeast of the highway E22, see Fig. 5.1 (a).

The instruments that are operating on nano-level scale at MAX-IV are sensitive to vibrations, where a vertical displacement requirement of 20–30 nm RMS during one second for frequencies above 5 Hz and below 100 Hz has been set in order to ensure good quality of the measurements. With the facility located closely to the highway, vibration reduction measures have been taken to ensure good operation of the facility. The measures include stabilization of the soil underneath the facility to a depth of 4 m (stiffening), and the shaping of the ground topography around the facility in a way that will reduce vibrations, see [62, 63]. Other more conventional methods for vibration reduction have also been studied, such as open and in-
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**Figure 5.1**: Research idea: (a) roads close to facility (b) vibrations from roads (c) reduced by masses of buildings placed in patterns.

filled trenches [64].

Placing out patterns of heavy masses or buildings on the soil surface between the external sources and the facility, see Fig. 5.1c, could be a cost effective and maintenance free solution, and as one that is more appropriate in an urban situation than more traditional methods such as trenches. As such, it is of interest to find out if it is a possible method of vibration mitigation, and, if this was the case, which configurations are most effective. In order to achieve the objectives, a form finding tool was developed where heavy elastic bodies could be added on top of the soil surface between the vibration source and facility. The tool was developed using the finite element method and in order to achieve quick unfolding of paths in the design space a reduction method was devised to improve the computational cost of the method. The heavy elastic bodies added on the soil surface are here on referred to as masses.

The following sections present the theory and application for the development of the exploration tool used in the introductory example of the thesis and in Paper A.

### 5.2 THEORY

#### 5.2.1 Elasticity

In the derivations operators beginning with capitals are related to material coordinates, and those beginning with lower case relate to spatial coordinates. For instance

\[
\text{Div}(\mathbf{A}) = \frac{\partial A_{ij}}{\partial X^j} \mathbf{e}_i; \quad \text{div}(\mathbf{A}) = \frac{\partial A_{ij}}{\partial x^j} \mathbf{e}_i
\]  

where \(X^j\) are material coordinates and \(x^j\) are spatial and \(\mathbf{e}_i\) are unit basis vectors pointing in the axes of a Cartesian reference frame. Summation of repeated indices is implied. Roman indices range from 1 to 3, and Greek indices range from 1 to 2.
5.2 Theory

Strong form of elasticity

The structural mechanics theory used throughout the thesis begins with the equation of motion (EOM). Cauchy’s first EOM can be derived from the balance of linear momentum \[65\]. In the local form along with the necessary boundary conditions in the spatial description, Cauchy’s EOM is \[65\]

\[
\begin{align*}
\text{div}(\sigma) + b &= \rho \ddot{u} \\
\mathbf{u} &= \mathbf{u} \quad \text{on } \partial \mathcal{V}_u \\
\mathbf{t} &= \sigma \mathbf{n} = \mathbf{t} \quad \text{on } \partial \mathcal{V}_\mathbf{t}
\end{align*}
\]

where \(\sigma\) is the Cauchy stress tensor, \(b\) is the current body force per unit current volume and \(\rho \ddot{u}\) is the inertia force per unit current volume. The displacements \(\mathbf{u} = \mathbf{u}(x, t)\) are prescribed on \(\partial \mathcal{V}_u\) and the traction \(\mathbf{t} = \mathbf{t}(x, t, \mathbf{n})\) is prescribed on \(\partial \mathcal{V}_\mathbf{t}\). The boundary to the body \(\mathcal{V}\) is the surface \(\partial \mathcal{V} = \partial \mathcal{V}_u \cup \partial \mathcal{V}_\mathbf{t}\). \(\mathbf{n}\) is the unit outward normal to the surface. The prescribed displacements and tractions must be supplied for \(t = 0\). Additionally, since this is an initial value problem the initial conditions need to be prescribed \[65\]. The local form is assumed to hold in every point of the body and for all times.

Weak form and virtual work

To obtain the principle of virtual work in the spatial description we multiply Cauchy’s first equation of motion with an arbitrary vector valued weight function \(\mathbf{v} = \mathbf{v}(x)\) and integrate over the volume \(\mathcal{V}\). After some manipulations and the application of the divergence theorem we first obtain the weak form of Eq. (5.2)

\[
f(u, \mathbf{v}) = \int_\mathcal{V} [\sigma : \text{grad}(\mathbf{v}) - (b - \rho \ddot{u}) \cdot \mathbf{v}] d\mathbf{v} - \int_{\partial \mathcal{V}_\mathbf{v}} \sigma \mathbf{v} \cdot \mathbf{n} d\mathbf{s} = 0 \quad (5.3)
\]

where \(\mathbf{v}\) vanishes over the part of the surface where \(u\) is prescribed. The weak form needs to be supplied with the essential boundary conditions at \(t = 0\), as well as the initial conditions.

If the weight functions \(\mathbf{v}\) are considered to be the virtual displacements \(\delta \mathbf{u}\) then the weak form leads to the principle of virtual work in spatial description

\[
f(u, \delta \mathbf{u}) = \int_\mathcal{V} [\sigma : \text{grad}(\delta \mathbf{u}) - (b - \rho \ddot{u}) \cdot \delta \mathbf{u}] d\mathbf{v} - \int_{\partial \mathcal{V}_\mathbf{t}} \mathbf{t} \cdot \delta \mathbf{u} d\mathbf{s} = 0 \quad (5.4)
\]

which can be separated into the internal and external virtual work

\[
\delta W_{\text{int}}(u, \delta u) = \int_\mathcal{V} \sigma : \text{grad}(\delta u) d\mathbf{v} \quad (5.5)
\]

\[
\delta W_{\text{ext}}(u, \delta u) = \int_\mathcal{V} (b \cdot \delta u) d\mathbf{v} + \int_{\partial \mathcal{V}_\mathbf{t}} \mathbf{t} \cdot \delta \mathbf{u} d\mathbf{s} \quad (5.6)
\]
where the inertia terms have been neglected and the equilibrium condition is $\delta W_{\text{int}} - \delta W_{\text{ext}} = 0$, valid for any virtual displacements $\delta \mathbf{u}$.

The equations are written in material coordinates using pull-back operations [65], and the internal virtual work is now written as

$$\delta W_{\text{int}}(\mathbf{u}, \delta \mathbf{u}) = \int_V \mathbf{P} : \text{Grad}(\delta \mathbf{u}) dV = \int_V \mathbf{S} : (\delta \mathbf{E}) dV \quad (5.7)$$

where $\mathbf{P}$ is the first Piola-Kirchhoff stress tensor and $\mathbf{S}$ is the second Piola-Kirchhoff stress tensor. $\mathbf{E}$ is the Green-Lagrange strain tensor, and its variation is $\delta \mathbf{E}$. The external virtual work in material coordinates is

$$\delta W_{\text{ext}}(\mathbf{u}, \delta \mathbf{u}) = \int_V \mathbf{B} \cdot \delta \mathbf{u} dV + \int_{\partial V_o} \mathbf{T} \cdot \delta \mathbf{u} dS \quad (5.8)$$

where $\mathbf{B}$ is the body force per unit reference volume and which is related to $\mathbf{b}$ through $\mathbf{b} = J^{-1} \mathbf{B}$ (and the volume change $d\mathbf{v} = J dV$), and $\mathbf{T} dS = \mathbf{t} dS$. $J$ is the determinant of the deformation gradient $\mathbf{F}$. Lastly the integral for the inertia terms is related by $\rho_0 dV = \rho d\mathbf{v}$.

**Linear elasticity**

In Paper A the assumptions of linear elasticity and small displacements are employed, i.e. the displacements are assumed to be infinitesimally small, and a linear elastic material law is used. Under these assumptions the equilibrium of a body can be established in the undeformed configuration and the equation of virtual work is simplified to

$$\delta W = \int_V [\sigma : (\delta \epsilon) - (\mathbf{b} - \rho \mathbf{\hat{u}}) \cdot \delta \mathbf{u}] dV - \int_{\partial V_o} \mathbf{i} \cdot \delta \mathbf{u} dS = 0 \quad (5.9)$$

where $\delta \epsilon$ is the variation of the engineering strain, and $\sigma$ is the engineering stress [66].

**5.2.2 The finite element method**

The finite element method is based on dividing a region governed by physical phenomena into a set of smaller regions, or finite elements. Approximations of the primary unknown are assumed over the elements. Even though the physical phenomena may vary in a highly non-linear fashion over the whole region the simpler linear or quadratic approximation may hold over the element, provided the element is small enough. The approximations are some kind of interpolation over the element where it is assumed that the values are known at some certain nodal points, which are usually located at the boundary of each element.

For a problem where the displacement field is to be approximated, we have e.g. $\mathbf{u} = \sum_{i=1}^{n} N_i \mathbf{\hat{u}}_i$ where $\mathbf{u}$ is the discretized displacement field, $N_i$ is the $i$:th basis function, which is typically non-zero over a sub-set of elements, and $\mathbf{\hat{u}}_i$ is the nodal displacement vector of the $i$:th node.
To apply the finite element method to Eq. (5.9), Galerkin’s method is adopted, whereby the virtual displacements are discretized using the same basis functions. Using Voigt notation and arranging the basis functions and nodal displacement vectors (and virtual) into \([3 \times n]\) and \([n \times 1]\) matrices respectively, i.e.

\[
N = [N_1I \ldots N_iI \ldots N_{n/3}I]; \quad \hat{\mathbf{u}} = [u_1^T \ldots u_i^T \ldots u_{n/3}^T]^T
\]  

(5.10)

where \(n\) is the number of degrees of freedom and \(I\) is a \([3 \times 3]\) identity matrix. The discretizations can be written as

\[
\mathbf{u} = N\hat{\mathbf{u}}; \quad \mathbf{u} = N\delta\hat{\mathbf{u}}
\]  

(5.11)

and accordingly for the strains

\[
\mathbf{\epsilon} = B\hat{\mathbf{u}}; \quad \delta\mathbf{\epsilon} = B\delta\hat{\mathbf{u}}
\]  

(5.12)

where \(B\) contains derivatives of the basis functions, i.e. for the engineering strain

\[
B = \begin{bmatrix}
\frac{\partial}{\partial x} & 0 & 0 & 0 & \frac{\partial}{\partial y} & \frac{\partial}{\partial z}
0 & \frac{\partial}{\partial y} & 0 & \frac{\partial}{\partial z} & 0 & \frac{\partial}{\partial x}
0 & 0 & \frac{\partial}{\partial y} & 0 & \frac{\partial}{\partial x} & \frac{\partial}{\partial z}
\end{bmatrix}^T N.
\]  

(5.13)

The linear elastic material law is

\[
\mathbf{\sigma} = D\mathbf{\epsilon}.
\]  

(5.14)

Inserting Eqs. (5.11, 5.12, 5.14) into Eq. (5.9) we get

\[
\delta\hat{\mathbf{u}}^T(\int_V B^T DBdV \hat{\mathbf{u}} + \int_V \rho N^T NdV \hat{\mathbf{u}}) = \delta\hat{\mathbf{u}}^T(\int_V N^T \mathbf{b}dV + \int_{\partial V_r} N^T \mathbf{t}dS).
\]  

(5.15)

The equation should hold for arbitrary \(\delta\hat{\mathbf{u}}\), which leads a set of linear equations, and after dropping the hats we get

\[
K\mathbf{u} + M\mathbf{u} = \mathbf{f}
\]  

(5.16)

where

\[
K = \int_V B^T DBdV; \quad M = \int_V \rho N^T NdV; \quad \mathbf{f} = \int_V N^T \mathbf{b}dV + \int_{\partial V_r} N^T \mathbf{t}dS.
\]

The finite element method is numerically stable, meaning that errors from input and intermediate calculations do not grow and cause inaccuracies which make the results meaningless. To minimize the errors from the approximations (or increase precision) a finer mesh with smaller elements or elements with a higher order of basis functions (e.g. going from linear to quadratic elements) may be used, at the expense of computational cost.
5.2.3 Structural dynamics

The EOM for a multi degree of freedom (MDOF) system can from Eq. (5.9) be formulated by use of the FE-method, and with the addition of damping it is given by

\[ M\ddot{u} + C\dot{u} + Ku = f \quad \forall t \in (0, T) \]  

(5.17)

with \( u(t = 0) = u_0 \) and \( \dot{u}(t = 0) = \dot{u}_0 \), where \( M \) is the mass matrix, \( C \) is the damping matrix, \( K \) is the stiffness matrix, \( u \) is the nodal displacements vector and \( f \) is the force vector. In Paper A, the steady-state vibrations of a soil-mass system are studied, and the following subsection will briefly go through the corresponding theory.

Steady-state dynamics

Assuming steady-state harmonic behavior with common time factor \( e^{i\omega t} \), the equation of motion for a discretized MDOF system can be written using complex arithmetic

\[ M\ddot{u} + C\dot{u} + Ku = f = f_0 e^{i\omega t} \]  

(5.18)

with the steady-state solution on the form

\[ \ddot{u}(t) = \ddot{U} e^{i\omega t} \]  

(5.19)

where the overbar denotes a vector in the complex plane. The complex response is

\[ \ddot{u} = u_R + u_I \]  

(5.20)

where it is understood that the actual steady-state motion is given by either the real or imaginary part depending on the nature of the excitation (i.e. \( \cos \) or \( \sin \) respectively). By inserting Eq. (5.19) into Eq. (5.18) and omitting the common time factor we get

\[ (-\omega^2 M + i\omega C + K)\ddot{U} = f_0 \]  

(5.21)

or

\[ D(\omega)\ddot{U} = f_0 \]  

(5.22)

where \( D(\omega) \) is the dynamic stiffness matrix, dependent on the angular frequency \( \omega \)

\[ D(\omega) = -\omega^2 M + i\omega C + K \]  

(5.23)

which may be used to calculate the complex amplitude \( \ddot{U} \), which in turn can be used to determine the amplitude and phase of the steady-state response. The damping can be introduced by, for instance, computing the damping matrix by use of Rayleigh damping or by computing a structural damping matrix by use of a loss factor, [67]. Note that in the next section the overbar and uppercase are dropped and the complex amplitude is simply referred to as \( u \). For more information the reader is referred to [67].
5.2 Theory

Dynamic model reduction with damping

Model reduction methods within engineering are used to lessen computational costs of an analysis. One of the most common reduction method is referred to as Guyan reduction. A set of active master coordinates, and a set of dependent slave coordinates which may be reduced are chosen. The matrices are then re-ordered and partitioned into separate parts relating to the master and slave degrees of freedom (dofs). If no forces are applied to the slave dofs and the damping is neglectable the equation of motion for the system can be written as (with subscripts m and s for master and slave dofs, no summations on repeated indices are implied in this subsection)

\[
\begin{bmatrix}
M_{mm} & M_{ms} \\
M_{sm} & M_{ss}
\end{bmatrix}
\begin{bmatrix}
\ddot{u}_m \\
\ddot{u}_s
\end{bmatrix}
+ \begin{bmatrix}
K_{mm} & K_{ms} \\
K_{sm} & K_{ss}
\end{bmatrix}
\begin{bmatrix}
u_m \\
u_s
\end{bmatrix}
= \begin{bmatrix}
f_m \\
0
\end{bmatrix}
\]

(5.24)

by neglecting the inertia terms in Equation 5.24 the transformation matrix T may be written as

\[
\begin{bmatrix}
u_m \\
u_s
\end{bmatrix}
= \begin{bmatrix}
I \\
-D_{ss}^{-1}D_{sm}
\end{bmatrix}
\begin{bmatrix}
\ddot{u}_m \\
\ddot{u}_s
\end{bmatrix}
= Tu_m
\]

(5.25)

the reduced mass and stiffness matrices can then be given as

\[
K_r = T^T KT \\
M_r = T^T MT.
\]

(5.26)

The method is exact at frequency zero and approximate at all other frequencies as the inertia terms have been neglected. Guyan reduction may be extended to Dynamic reduction at steady-state harmonic conditions, by using the dynamic stiffness matrix one gets the transformation matrix

\[
\begin{bmatrix}
u_m \\
u_s
\end{bmatrix}
= \begin{bmatrix}
I \\
-D_{ss}^{-1}D_{sm}
\end{bmatrix}
\begin{bmatrix}
\ddot{u}_m \\
\ddot{u}_s
\end{bmatrix}
= Tu_m
\]

(5.27)

which can be used in Eq. (5.26) to obtain the reduced system matrices, where \( C_r \) follows in the same procedure. As no error is introduced in the transformation matrix this method is exact at frequency \( \omega \) but the resulting reduced system matrices \( M_r, C_r \) and \( K_r \) are complex [68]. The reduced system matrices produced by these methods are no longer sparse and require a significant reduction of dofs in order to be of computational benefit.

Multi-level sub-structuring

Sub-structuring methods solve a boundary value problem (BVP) by dividing it up in smaller BVPs in sub-domains. The methods work well for parallel computing, as the problems on the sub-domains are independent of each other and can be solved independently. The continuity of the solution over the sub-domains is ensured by representing the values of the neighboring interfaces (where the sub-domain boundaries meet) by the same unknowns. Finite element
Figure 5.2: (a) bottom level sub-structures and internal dofs. (b) higher level sub-structures and interface dofs for the bottom level sub-structures (dashed area). (c) highest level sub-structure with interface dofs between sub-structures 5 and 6. (d) sub-structure tree.

Analysis with models of large size typically require hours to solve for each time-step or frequency, making parallel calculations invaluable for minimizing the calculation time.

To illustrate a method of sub-structuring Fig. 5.2 is showing a domain divided into four sub-domains. Each domain has a set of internal dofs (cf. Fig. 5.2a), and interface dofs (cf. Fig. 5.2b) which are used to connect it to the next sub-structure level, which again has sets of internal and interface dofs used to connect it to the final level seen in Fig. 5.2c.

In Paper A a multi-level sub-structuring method has been used to reduce the computational cost and time of the dynamic reduction, where the dynamic reduction has been applied to each sub-structure. The leaf sub-structures consist of a master and a slave set. The parents consist of a master, a slave, and an interface set. A child’s set of master dofs consists of the parents master and interface sets. The reduction is applied by traversing the sub-structure tree using a depth-first search since the child nodes must be reduced prior to assembling the parent sub-structures, see Fig. 5.2d. Only the interface and master dofs are kept after the reduction. Once all of the child nodes are reduced they are used to assemble the parent sub-structure, and the process is then performed on the higher sub-structure level. The reduction ends at the root of the tree, where only the master dofs are kept.

5.3 DEVELOPED MODEL AND FORM FINDING EXAMPLES

5.3.1 Earlier studies

Mixed-use zoning has once again become popular due to benefits such as reduced distances between housing, workplaces and retail, more compact development, and a more lively urban fabric. As the office sleeps the living room is awake meaning the mixed used zone has more potential as an active place. This research was based on an earlier Architectural thesis performed
5.3 Developed model and form finding examples

at Chalmers University of Technology, at the Department of Architecture [69]. In that thesis, the area around the new research facility MAX IV, was studied and a proposal was made with the ambition to incorporate MAX IV closer into the city of Lund. Building a bit on the mixed-use zoning idea the citizens of Lund living nearby MAX IV would be exposed to a pool of knowledge, but the question to answer was in what way could MAX IV benefit from the proximity? One idea during the Architectural thesis was that placing the buildings in specific patterns could potentially reduce the incoming vibrations from surrounding traffic.

In the architectural an urban design was proposed, see Fig. 5.3, from solutions that worked well in a digital Ripple Tank Simulator, as well as, physical experiments with scale models using JELL-O as soil and placing out masses on top mimicking buildings. The research presented here was done later to provide a conceptual tool which simulates the wave propagation phenomena. From the conceptual tool vibration reduction by placing different patterns of masses on the ground was investigated.

5.3.2 Computational model

A full 3D model was created with the aim to study the vibration reduction effects of masses. Pre-processing was conducted in ABAQUS from which the global system matrices $\mathbf{K}$, $\mathbf{C}$, and $\mathbf{M}$ were extracted and exported into MATLAB where a dynamic model reduction was performed in order to reduce the number of dofs and speed up the analysis. The dynamic reduction was
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Sub-structuring and dynamic reduction of soil model

Fig. 5.4 shows the final dimensions of the model and the master dofs from the soil model which were retained after reduction of the system. In the figure, the green area and the two green lines parallel to the y-axis at \( x = 0 \) m and \( x = 100 \) m on the soil surface show the areas of the retained dofs. The line at \( x = 100 \) m was used for evaluations and a unit load was applied vertically at the origin. The green area was used for adding mass. The added mass was modeled as elastic bodies on top of the soil surface, with dimensions \( 2 \times 2 \times 2 \) m\(^3\). In the following, the added elastic bodies are referred to as masses.

Since the reduced system matrices from the dynamic reduction method are frequency dependent a reduced system was constructed for each frequency that was solved for in the steady-state analysis. As the largest displacements were in the 5–30 Hz range and the number of frequencies had to be kept low due to long computational time, the frequencies studied ranged from 5–29 Hz with steps of 2 Hz.

Since the whole model had 2 620 860 complex dofs, performing a dynamic reduction directly proved to be computationally difficult. The structure was then divided into 25 sub-structures by simply slicing the model into pieces from the top view as indicated by Fig. 5.5 (a). The top view was used because it offered simplicity to the sub-structuring script. In addition, the bedrock elements were much longer in z-direction and using the top-view meant that the number of nodes in all three directions of the sub-structure would be fairly even providing a favorable ratio between internal and interface dofs. Each sub-structure contained about 100
000 dofs. Out of the 25 sub-structures only nine unique instances were identified, as indicated by the first digit in Fig. 5.5. Only nine of the sub-structures were thus needed to build the final model. Fig. 5.6 shows the mesh and layers of sub-structure 1.

For each sub-structure the dofs to be retained (consisting of the green parts in Fig. 5.4, and of interfaces between substructures) and to be reduced were identified. In the first sub-structuring step shown in the bottom of Fig. 5.5b, the interior dofs were reduced in all nine sub-structures. In step two the Left, Middle and Right parts consisting of (1–4.1–4.2–4.3–7), (2.2–5.2–5.5–5.8–8.2) and (3–6.1–6.2–6.3–9), respectively were assembled to three separate structures. A new set of dofs could be identified to be retained and to be reduced at the next sub-structure level. Finally, in the third step the Left, 3 of the Middle, and Right parts were assembled and a third reduction was to form the final reduced matrix $D(\omega)_{\text{red}}$ for each frequency, leaving only the dofs related to the green parts in Fig. 5.4.

The final reduced system then contained the dofs at the marked area in Fig. 5.4, the load dofs
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(a) walls (b) lines (c) perpendicular lines (d) dots
(e) checkered (f) diagonals (g) free form (h) free form

Figure 5.7: Different types of patterns used in 3D simulations.

and the evaluation dofs. Initially it was planned to use the whole soil area between the load and evaluation point for placement of masses. However, since the reduced soil system consisted of full and complex matrices it was important to keep down the number of dofs as much as possible. The final reduced soil model consisted of 11 646 dofs, taking up about 2.5 GB of memory per matrix. To further reduce the memory usage only the dynamic matrices $D(\omega)$ were stored. The reduced model usually took between 10–20 minutes to run, depending on the amount of masses assembled on top.

Patterns

Different organizations of masses were finally assembled on the green area, see Fig. 5.4, and a frequency sweep analysis in steady-state was performed, ranging from 5 to 29 Hz with 2 Hz steps and unit loading applied at the origin. The results were evaluated in terms of the root mean square value (RMS) of the vertical displacement magnitudes, along the green line at a distance of 100 m from the load. For the material parameters and details, see Paper A.

The reduced model consisted of an area to place masses that was between $x \in [20 : 80]$, $y \in [0 : 80]$. With a mesh size of two by two meters, the total number of possible positions for placing a mass was $30 \times 40 = 1200$. A function was written to read grey-scale images of $30 \times 40$ pixels, where each pixel was a possible position for a mass and the value of the pixel was used for the mass density, white meant no density (no mass assembled at the position) and black meant the largest density, $\rho = 8271 \text{ kg/m}^3$ unless otherwise stated. The same type of 20-node quadratic brick elements $C3D20R$ were used for the elastic bodies to model the masses, as for the soil. No material damping was applied to the masses, and Young’s modulus was set to $E = 215 \text{ MPa}$, and Poission’s ratio $\nu = 0.48$, which was the same as the properties
for the upper soil layer.

The model allowed for any configuration of masses to be investigated. Fig. 5.7 shows some examples of the different types of patterns. The patterns that were studied were classified into the following types:

**Walls** were made of a line, or a set of lines that were parallel to the $y$-axis, that is perpendicular to the main wave-propagation direction from the source to the evaluation points, like a barrier.

**Lines** were similar to the walls, but did not span the whole distance along the $y$-axis, and if there were more rows of them they were allowed to be shifted in relation to each other.

**Perpendicular lines** were lines that were ordered to go in the main direction of the wave propagation.

**Dots and checkered patterns** were tried out both with individual masses (dots) placed in an ordered fashion, and also with larger sets of masses ordered in a checkered pattern.

**Diagonals** with many masses of varying density were tested.

**Free form** patterns were painted out in some different manners to see if anything out of the ordinary might happen.

**Buildings.** Some organizations of masses that were more in the scale of buildings were also tried out, for all of these the Young’s modulus was set to $E = 30$ GPa. Some parts of the buildings of the architectural thesis proposal were also tried as patterns.

### 5.3.3 Examples

Some results of using the tool are shown in Paper A. The tool is able to identify several important effects. Masses applied continuously over the whole area can lead to both reduction as well as amplification compared to having no masses. Amplification was obtained due to lensing as shown in Fig. 5.7h, or acting as wave guides, Fig. 5.7f, however, all patterns with discrete masses show reductions in vibrations; Small masses applied with large spacing are ineffective, Fig. 5.7d; Straight open paths from the load to the evaluation point lead to little reduction, Fig. 5.7b; Density variation for the different masses has a larger effect on vibration reductions than their position. The results concluded here are shown in Paper A.

In Figs. 5.8 and 5.9 simulations with a part of the building plan from the architectural thesis, are shown. A few different parts of the urban plan were studied, but the 3D steady-state model was too small to study the whole plan at once. No parts of those that were tried showed an increase in RMS of vertical displacement magnitude.
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Figure 5.8: Part of pattern from Architectural Thesis, see Fig. 5.3.

Figure 5.9: Part of pattern from Architectural Thesis, lower density.

5.4 SUMMARY

The contributions of this part of the research are:

• The research described the general phenomena of resonant mass scatterers, and showed the effects on the specific site using 2D numerical studies.

• An exploration tool for studying the organization of masses was developed.

• An approach for efficient computations related to models used in the 3D tool was developed.

• The vibration reduction effects of different patterns of masses on soil were shown.

The reduction method used to reduce the number of dofs in the tool presented in Paper A made it possible to explore different alternatives quickly and find the most effective patterns, but also patterns that may even amplify the vibrations in the soil. In the paper, this was applied to the site of the new synchrotron research facility, MAX IV. However, tools such as this could be valuable in the planning of our urban environments, which are getting more populated and dense. Being able to get rapid predictions of vibrations in planned areas could allow for cities with reduced noise and vibration problems.
6 Finding form with IGA

6.1 BACKGROUND

Shells are efficient structures. They can resist bending, but in order to be efficient they should carry load primarily by in plane membrane stress (normal and shear stress in the tangent directions to the shell surface). If the dominant load of the shell is the self-weight then a shell which is given shape by a form finding process will carry that load efficiently. Other loads, such as, asymmetric snow and wind are then resisted through the shells bending capacity. If the shell is designed to be very efficient for carrying the dead load then it can become sensitive to imperfections and buckling, since thin shells have little bending resistance.

Modern thin concrete shells began to appear in the 1920s. Torroja and Nervi designed very expressive shell structures. Heinz Isler and Félix Candela pioneered the use of physical hanging models under gravity load for generating efficient forms for shell structures. In Fig. 6.1 a few examples of thin concrete shells and other related structures are shown.

Concrete shells are seldom built today, instead it is more common to use cable nets, textile membranes or steel grids. The structural difference of nets and membranes from shells is that they are form-active systems without flexural stiffness and change their shape to carry the applied load. Shells are form-passive and do not adjust their shape to the loading conditions. Membranes and nets can be stiffened by pre-stress and for a high degree of stiffening must be anticlastic (saddle-like) with a negative Gaussian curvature. A challenge shell structures face today is that building the form work is expensive, however new fabrication techniques such as 3d printing or pneumatic form works could improve on this.

6.1.1 Present research

A recent development of finite element analysis is isogeometric analysis [71], where basis functions from CAD (e.g. b-splines, NURBS, subdivision surfaces) are used instead of the standard Lagrange polynomial basis functions for the finite element approximations.
In the research presented here, dynamic relaxation based form finding with NURBS based membrane elements was investigated. There are several potential advantages to this. Using the same geometry for both FEA and CAD simplifies iterative processes, since there is no need to discretize the NURBS geometry. It allows for form finding directly in the CAD software and in the architectural context. CAD programs are in general better at treating complex geometries and modifying them, compared to FE programs. The initial geometries used for the form finding procedure can at times be rather complex. NURBS patches are already successfully used for structural shape optimization. NURBS are particularly well suited for curved geometries. Recently, other authors have studied similar approaches, see [72, 73].

6.2 THEORY

The theory presented in this chapter aims to provide a more detailed description of the element implementation used in Papers B and C. It covers some topics of CAD, Isogeometric Analysis (IGA), Kirchhoff-Love shell and membrane theory, all of which have been used in the present research.
6.2 Theory

6.2.1 Geometric preliminaries

In the appended Papers B and C use is made of NURBS based IGA. In order to explain IGA the necessary B-spline and NURBS theory which is commonly used in CAD is briefly presented. For further reading, see for instance [74–76].

B-splines

B-splines (B-splines) are non-interpolating, piecewise polynomial curves. A B-spline curve \( C(\xi) \) is defined by its polynomial degree \( p \), a knot vector \( \Xi = \{\xi_1, \xi_2, \ldots, \xi_{n+p+1}\} \), and a set of \( n \) control points \( B_i = (x_i, y_i, z_i) \). The knot vector contains non-decreasing values and divides the parametric space into intervals known as knot spans, the first and last values in the knot vector are repeated \( p + 1 \) times. If an internal knot is repeated \( r \) times it is said to have a multiplicity of \( r \). The curve is computed by a summation of the B-spline basis functions multiplied by the control points

\[
C(\xi) = \sum_{i=1}^{n} N_{i,p}(\xi)B_i
\]  

where the \( i \):th basis function \( N_{i,p} \) is constructed recursively, using the Cox-de Boor formula [77, 78], for \( p = 0 \)

\[
N_{i,0}(\xi) = \begin{cases} 
1 & \text{if } \xi_i \leq \xi < \xi_{i+1} \\
0 & \text{otherwise.} 
\end{cases}
\]  

For \( p = 1, 2, 3, \ldots \), recursively

\[
N_{i,p}(\xi) = \frac{\xi - \xi_i}{\xi_{i+p} - \xi_i} N_{i,p-1}(\xi) + \frac{\xi_{i+p+1} - \xi}{\xi_{i+p+1} - \xi_i} N_{i+1,p-1}(\xi)
\]  

for which implementations can be found in [75]. The continuity of the basis functions at a repeated knot is \( C^{p-r} \), meaning that it is \( p-r \) times continuously differentiable. All derivatives exist in the interior of a knot span. Each control point, \( B_i \), has an associated basis function which is non-zero in \( p + 1 \) knot spans in the half open interval \( [\xi_i, \xi_{i+p+1}) \), which is known as local support. The local support of the B-spline basis makes them highly intuitive and predictable for geometrical modeling. The basis functions are only interpolatory at the ends of the knot vector, and at knots with multiplicity \( r = p \), leading to \( C^0 \) continuity, for an example, see the knot at \( \xi = 4 \) in Fig. 6.2, where a quadratic B-spline basis with the knot vector \( \Xi = \{0, 0, 0, 1, 2, 3, 4, 4, 5, 5, 5\} \) is shown. The division of the parameter space into knot-intervals is indicated by the dashed vertical lines, and the multiplicity of the knots is shown with the dots below the basis functions. The curve on the right in Fig. 6.2 is generated using the basis functions and the 8 control points \( B_i \), the dashed lines between the control points form the control point polygon. The knot positions in the physical space are indicated with circles.
Finding form with IGA

In general, the number of knots does not coincide with the number of control points or basis functions. The denominators in the quotients in Eq. (6.3) can become zero, but the quotients are in those cases defined as zero [75]. The control polygon is tangent to the endpoints of a B-spline curve.

A B-spline surface is defined using the tensor product approach, where another set of univariate basis functions $M_{j,q}(\eta)$ of degree $q$, with the knot vector $\mathbf{H} = \{\eta_1, \eta_2, \ldots, \eta_{m+q+1}\}$, with $m$ control points in the second direction and the control point net $B_{i,j}$ is used

$$ S(\xi, \eta) = \sum_{i=1}^{n} \sum_{j=1}^{m} N_{i,p}(\xi)M_{j,q}(\eta)B_{i,j} \quad (6.4) $$

and by adding a third direction one can in a similar fashion generate B-spline solids. B-spline surfaces and solids constructed by the tensor product approach are also referred to as patches. In Fig. 6.3 a bi-quadratic B-spline surface and its parametric space are shown, with $\xi, \eta \in [0, 1]$. The control point net is visible with dashed lines, containing the 9 control points $B_{i,j}$ with $i, j = 1, 2, 3$. The point $(\xi_0, \eta_0)$ in parametric space is mapped to $S(\xi_0, \eta_0)$ in three-dimensional Euclidean space.

**Non-Uniform Rational B-Splines**

A B-spline curve is extended to a NURBS by adding a weight to each control point

$$ C(\xi) = \frac{\sum_{i=1}^{n} N_{i,p}(\xi)w_iB_i}{\sum_{k=1}^{n} N_{k,p}(\xi)w_k} = \frac{\sum_{i=1}^{n} N_{i,p}(\xi)w_iB_i}{W(\xi)} = \sum_{i=1}^{n} R_{i,p}(\xi)B_i \quad (6.5) $$

where $R_{i,p}$ are the rational NURBS basis functions. NURBS have the ability to represent any conical shapes such as a circle exactly. NURBS can represent both analytic shapes (cones, cubes, etc) and free form surfaces using the same method [74].
Similarly for surfaces each control point in the control point mesh is extended with a weight, $B_{i,j} = (x_{i,j}, y_{i,j}, z_{i,j}, w_{i,j})$ and the NURBS surface is given by

$$S(\xi, \eta) = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} N_i(p)(\xi) M_j(q)(\eta) w_{i,j} B_{i,j}}{\sum_{k=1}^{n} \sum_{l=1}^{m} N_k(p)(\xi) M_l(q)(\eta) w_{k,l}}.$$  \hspace{1cm} (6.6)

A geometrical interpretation of a NURBS is that a NURBS surface in $\mathbb{R}^3$ is obtained by a projective transformation of a B-Spline surface in $\mathbb{R}^4$. In practice the geometric interpretation is important in that algorithms developed for B-splines can be applied to NURBS by treating the NURBS as a B-spline in a higher dimension.

### 6.2.2 NURBS based isogeometric analysis

The term isogeometric analysis was coined by Hughes, [79], however, approaches for carrying out computation on design geometry were attempted before, by for instance Cirak et al. on thin-shell elements for subdivision surfaces [80]. There were other earlier precedents as well [81–83].

Finite element implementations using NURBS based IGA have much in common with classical FEA, though there are some points on which they differ. One important aspect is that control points in IGA are in general not interpolated like nodal points in classical FEA. Further, dofs in IGA are related to control points, and can not be directly interpreted in the same way as dofs are related to a node in classical FEA.

For more information on the topic of IGA, and the theory recited here, see [71] or [79].
The isogeometric concept

In FEA the use of the isoparametric concept is common. The basic idea is that the basis functions which are used to approximate the unknown field are also used to describe the geometry. Moreover the basis functions are described in some parent coordinates, $\xi, \eta, \zeta \in [-1, 1]$, [84], and a mapping from the parent domain to the global domain is employed, i.e. if the mapping describing the geometry is

$$x(\tilde{\xi}) = \sum N_i(\tilde{\xi}) x_i^e$$

(6.7)

where $x_i^e$ are the element global coordinates associated with element basis functions $N_i(\tilde{\xi})$, then the element unknowns are

$$u(\tilde{\xi}) = \sum N_i(\tilde{\xi}) u_i^e.$$

(6.8)

Depending on the basis functions used, the mapping may lead to approximate representations of the geometry.

Two general requirements on finite elements are that they must be compatible and complete. If both requirements are fulfilled monotonic convergence of the approximated field to the exact one when elements are made smaller is ensured, [84]. Isoparametric elements fulfil the completeness requirement if their basis functions are a partition of unity. For solid elements it is sufficient to require $C^0$ continuity between element borders and $C^1$ on the element interiors in order to fulfil the compatibility requirement, [71].

The isogeometric concept requires that the basis functions which are capable of representing the CAD geometry exactly are also used to approximate the unknown field. The basic convergence requirements stated in the earlier paragraphs are not restricted to classical Lagrangian finite elements with polynomial bases, but hold for any reasonably smooth isoparametric basis which is also a partition of unity, e.g. the NURBS basis functions used in this work, [71].

The strength of the isogeometric approach is that it builds upon the already well developed FEA and CAD theories without breaking backward compatibility.

NURBS elements

In here an element is defined as an interval in the knot vector. The divisions are marked in Fig. 6.2 for one-dimensional (line and curve) elements. In the figure it is apparent that the basis functions span over several elements, and that the basis functions allow for higher than $C^0$ continuity between elements.

The use of a parent element requires two separate mappings in NURBS based isogeometric analysis. A first mapping from the parent element coordinates $(\tilde{\xi}, \tilde{\eta})$ to the NURBS parametric coordinates $(\xi, \eta)$, and a second mapping from the NURBS parametric coordinates to the
physical coordinates \((x, y, z)\). Fig. 6.4 shows an example of the mappings for a surface consisting of 9 elements. Every element in the parametric and global domains is mapped from the same parent domain. The middle element of the surface is marked with diagonal lines.

**Refinement**

Geometry represented by B-splines is invariant during refinements and is represented exactly irrespective of the mesh being coarse or refined. There are three types of refinements possible for B-Splines/NURBS based IGA. The first is the same as for finite elements, namely making the elements smaller (h-refinement), which is done by performing so called knot insertion, whereby new knot values are inserted into the knot vector without affecting the geometry. The elements in NURBS based IGA are defined by the knot spans, and thus by introducing new knots one also introduces new elements. As for finite elements it is possible to increase the degree of the basis functions (p-refinement). Another type of refinement is possible with B-splines/NURBS where if the degree is first raised and the elements are made smaller (k-refinement) it is possible to obtain basis functions with continuous derivatives across element borders. The refinement possibilities make NURBS suitable for form finding where a coarse mesh can be used initially to explore shapes in near real time and a finer one can be used afterward to obtain a more accurate solution.

The tensor product nature of NURBS surfaces, as may be seen in Eq. (6.4), constrains standard isogeometric analysis with NURBS to 4-sided surfaces. However, by use of T-Splines [85], or trimmed NURBS [86] this can be avoided and other forms may be constructed.

### 6.2.3 Kirchhoff-Love shell and membrane theory

In Papers B and C geometrically non-linear isogeometric membrane elements are used for the form finding and linear elastic Kirchhoff-Love shell theory is used for analysis on the form
found geometry. The following sections contain the theory and the finite element discretization.

The Kirchhoff-Love shell theory requires $C^1$ continuity of the displacement field to fulfill the compatibility requirements, which is impossible to achieve with traditional Lagrange-type basis functions. NURBS allow for a higher order continuity and their use for Kirchhoff-Love shell elements fulfills the continuity requirement without the need for any rotational dofs. It was first presented in [87].

**Geometry of curved surfaces and bodies**

Shells and membranes are characterized by being much thinner in one of their dimensions than the other two, and are often curved. It is natural to describe them using a mid-surface description together with a thickness parameter $t$. Any point $r(\xi^1, \xi^2)$ in three-dimensional physical space lying on the mid-surface can be described using only two parameters, $(\xi^1, \xi^2)$. On each point on the mid-surface in the current configuration a set of covariant base vectors is defined

$$a_\alpha = r_\alpha = \frac{\partial r}{\partial \xi^\alpha}; \quad \alpha = 1, 2.$$  \hfill (6.9)

Indices following a comma denote differentiation with respect to the parametric coordinates, unless otherwise stated. A third covariant base vector perpendicular to the surface is defined as

$$a_3 = \frac{a_1 \times a_2}{|a_1 \times a_2|}.$$  \hfill (6.10)

Contravariant base vectors are related to the covariant [88] by

$$a_i \cdot a^j = \delta_i^j; \quad i, j = 1, 2, 3$$  \hfill (6.11)
where $\delta^j_i$ is 1 if $i = j$, 0 otherwise. Since $a^\alpha$ lie in the tangent plane to the surface spanned by $a_\alpha$, it follows that
\[ a_j = a^3. \] \hfill (6.12)

The metric tensor on the tangent plane, also called the first fundamental form of the surface is
\[ a_{\alpha\beta} = a_\alpha \cdot a_\beta \] \hfill (6.13)
or in contravariant or mixed form
\[ a^{\alpha\beta} = a^\alpha \cdot a^\beta; \quad a^{\alpha}_{\beta} = a^{\alpha}_{\beta} = \delta^\alpha_{\beta}. \] \hfill (6.14)
Equivalent equations can be formed in the reference configuration using the undeformed base vectors, $A_i$.

Similarly, for points in the reference and current shell body the covariant base vectors are
\[ g_i = x_i; \quad G_i = X_i \] \hfill (6.15)
and the metric components for the body are
\[ g_{ij} = g_i \cdot g_j; \quad G_{ij} = G_i \cdot G_j. \] \hfill (6.16)

**Mechanics**

The Green-Lagrange strain components written in terms of the shell body metrics [89] are
\[ E_{ij} = \frac{1}{2} (g_{ij} - G_{ij}). \] \hfill (6.17)

The Kirchhoff-Love shell theory is due to the omission of transverse shear deformation applicable to thin and moderately thin shell structures where the thickness is assumed to be less than 1/20 of the shells radius of curvature. The theory assumes that lines normal to the middle surface before deformation remain straight, unstretched and normal to that surface after deformation. Cross-sections are assumed to remain straight, corresponding to a linear strain distribution in the thickness direction. For simplicity, the shell thickness is assumed to be constant with $\xi^\alpha$ [89]. The shell can be completely represented by its mid-surface. The assumptions imply that transverse normal and shear strains are neglected, reducing the strain components to
\[ E_{\alpha\beta} = \frac{1}{2} (g_{\alpha\beta} - G_{\alpha\beta}). \] \hfill (6.18)

The thin shell kinematic assumption describes the position vector $x$ in the shell body by use of the shell mid-surface $r$ and the shell director, which coincides with the normal, $a_3$
\[ x = r + \xi^3 a_3; \quad \xi^3 \in [-t/2, t/2] \] \hfill (6.19)
and gives the body covariant base vectors in terms of the mid-surface base vectors
\[ \mathbf{g}_\alpha = \mathbf{a}_\alpha + \xi^3 \mathbf{a}_{3,\alpha}. \]  (6.20)

Using Eq. (6.20) in Eq. (6.16)
\[ g_{\alpha\beta} = (\mathbf{a}_\alpha + \xi^3 \mathbf{a}_{3,\alpha}) \cdot (\mathbf{a}_\beta + \xi^3 \mathbf{a}_{3,\beta}) = a_{\alpha\beta} - 2\xi^3 b_{\alpha\beta} + \xi^3 a_{3,\alpha} \cdot a_{3,\beta} \]  (6.21)
in which the quadratic term \((\xi^3)^2\) is neglected for very thin shells and
\[ b_{\alpha\beta} = -a_{\alpha\beta} \cdot a_{3,\beta} = a_{\alpha,\beta} \cdot a_3 \]  (6.22)
are the covariant components of the second fundamental form of the surface.

The results from Eq. (6.21) are used to split the strain components in membrane and bending parts
\[ E_{\alpha\beta} = \epsilon_{\alpha\beta} + \xi^3 \kappa_{\alpha\beta} \]  (6.23)
where the membrane strains are
\[ \epsilon_{\alpha\beta} = \frac{1}{2}(a_{\alpha\beta} - A_{\alpha\beta}) \]  (6.24)
and the bending strains, which represent the change in curvature are
\[ \kappa_{\alpha\beta} = B_{\alpha\beta} - b_{\alpha\beta}. \]  (6.25)

**Membrane part**

For the form finding in this thesis we neglect the bending part, and focus on the membrane strains.

The components of the membrane strains are expressed in the base vectors of the reference configuration and displacements using \( \mathbf{r} = \mathbf{R} + \mathbf{u} \), see Fig. 6.5,
\[ \epsilon_{\alpha\beta} = \frac{1}{2}(A_{\alpha} \cdot u_{\beta} + A_{\beta} \cdot u_{\alpha} + u_{\alpha} \cdot u_{\beta}). \]  (6.26)

The components of the membrane stress resultant can be computed by integration of the 2nd Piola-Kirchhoff stress over the thickness, which for a homogeneous linear elastic material becomes
\[ n^{\alpha\beta} = \int_{-t/2}^{t/2} S^{\alpha\beta} \, d\xi^3 = t S^{\alpha\beta} = \frac{Et}{1 - v^2} C^{\alpha\beta\gamma\delta} \epsilon_{\gamma\delta} \]  (6.27)
where
\[ C^{\alpha\beta\gamma\delta} = \nu A^{\alpha\beta} A^{\gamma\delta} + \frac{1}{2} (1 - \nu)(A^{\alpha\gamma} A^{\beta\delta} + A^{\alpha\delta} A^{\beta\gamma}) \]  (6.28)
and \( \nu \) is Poisson’s ratio, and \( E \) is Young’s modulus.

The internal virtual work in Eq. (5.7) is used and by neglecting the bending part we obtain

\[
\delta W_{\text{int}} = \int_V \mathbf{S} : \delta \mathbf{e} \, dV = \int_A \mathbf{n}^\alpha \delta \epsilon_{\alpha \beta} \, dA.
\]  

(6.29)

**Finite element implementation**

The following section explains the finite element discretization using NURBS based IGA of the internal and external virtual work for the membranes described in the previous section. For books on FEA see for instance Ottosen and Petersson [84] or Bathe [66], and on IGA, see Hughes et al. [79].

From the internal and external virtual work the internal and external forces can be derived

\[
\delta W_{\text{int}} = \delta \mathbf{u}^T \mathbf{f}^{\text{int}}; \quad \delta W_{\text{ext}} = \delta \mathbf{u}^T \mathbf{f}
\]

(6.30)

where

\[
\delta \mathbf{u} = \begin{bmatrix}
\delta \hat{\mathbf{u}}_1 \\
\vdots \\
\delta \hat{\mathbf{u}}_A \\
\vdots \\
\delta \hat{\mathbf{u}}_{nm}
\end{bmatrix}; \quad \mathbf{f}^{\text{int}} = \begin{bmatrix}
f_A^{\text{int}} \\
\vdots \\
f_A^{\text{int}} \\
\vdots \\
f_A^{\text{int}}
\end{bmatrix}; \quad \mathbf{f} = \begin{bmatrix}
f_A \\
\vdots \\
f_A \\
\vdots \\
f_A
\end{bmatrix}
\]

(6.31)

where \( \delta \hat{\mathbf{u}}_A \) is the variation of the control point displacement vector for the \( A \):th control point, \( \mathbf{f}_A^{\text{int}} \) is the internal force vector for the \( A \):th control point, and \( \mathbf{f}_A \) is the external force vector for the \( A \):th control point. The column matrices \( \mathbf{f} \) and \( \mathbf{f}^{\text{int}} \) contain the internal and external force vectors, respectively.

The equilibrium condition \( \delta W_{\text{int}} - \delta W_{\text{ext}} = 0 \) should hold for any virtual displacements and can thus be written as

\[
\mathbf{f}^{\text{int}} - \mathbf{f} = 0.
\]

(6.32)

To reach that expression the following FE discretizations are used for the displacements and virtual displacements, where the Galerkin method is adopted

\[
\mathbf{u} = \sum_{A=1}^{nm} \bar{N}_A \hat{\mathbf{u}}_A; \quad \delta \mathbf{u} = \sum_{A=1}^{nm} \bar{N}_A \delta \hat{\mathbf{u}}_A
\]

(6.33)

where \( \hat{\mathbf{u}}_A \) is the control point displacement vector for the \( A \):th control point, \( \delta \hat{\mathbf{u}}_A \) is the variation of the control point displacement vector for the \( A \):th control point and \( \bar{N}_A \) is the \( A \):th bi-variate NURBS basis function

\[
\bar{N}_A(\xi, \eta) = \frac{\sum_{k=1}^n \sum_{l=1}^m N_{i,k}^p(\xi) M_{j,l}^q(\eta) w_{ij}}{W(\xi, \eta)} = \frac{N_{i,p}(\xi) M_{j,q}(\eta) w_{ij}}{W(\xi, \eta)}
\]

(6.34)
where the tilde on the left hand side has been dropped for convenience in subsequent equations. No summations are implied on the right hand side in Eq. (6.34), and the commas do not denote differentiation with respect to the parametric coordinates. The global bi-variate basis number $A$ is related to $i, j$ through

$$A = n(j - 1) + i$$  \hspace{1cm} (6.35)$$

where $n$ is the number of control points in the first direction of the control point net.

The internal virtual work from Eq. (6.29) is for convenience rewritten in matrix notation as

$$\delta W_{\text{int}} = \int_{\Omega_0} (\delta \epsilon)^T n dA; \quad \delta \epsilon = \begin{bmatrix} \delta \epsilon_{11} \\ \delta \epsilon_{22} \\ 2 \delta \epsilon_{12} \end{bmatrix}; \quad n = \begin{bmatrix} n_{11} \\ n_{22} \\ n_{12} \end{bmatrix}.$$  \hspace{1cm} (6.36)$$

To introduce the discretization the virtual strains are written explicitly

$$\delta \epsilon = \begin{bmatrix} \delta \epsilon_{11} \\ \delta \epsilon_{22} \\ 2 \delta \epsilon_{12} \end{bmatrix} = \begin{bmatrix} A_1 \cdot \delta u_1 + u_1 \cdot \delta u_1 \\ A_2 \cdot \delta u_2 + u_2 \cdot \delta u_2 \\ A_1 \cdot \delta u_2 + A_2 \cdot \delta u_1 + u_2 \cdot \delta u_1 + u_1 \cdot \delta u_2 \end{bmatrix}$$  \hspace{1cm} (6.37)$$

after the discretization the virtual strain is

$$\delta \epsilon = \begin{bmatrix} A_1 \cdot (N_{A,1} \delta \hat{u}_A) + u_1 \cdot (N_{A,1} \delta \hat{u}_A) \\ A_2 \cdot (N_{A,2} \delta \hat{u}_A) + u_2 \cdot (N_{A,2} \delta \hat{u}_A) \\ A_1 \cdot (N_{A,2} \delta \hat{u}_A) + A_2 \cdot (N_{A,1} \delta \hat{u}_A) + u_2 \cdot (N_{A,1} \delta \hat{u}_A) + u_1 \cdot (N_{A,2} \delta \hat{u}_A) \end{bmatrix}$$  \hspace{1cm} (6.38)$$

where summation over the repeated index $A$ is implied, the equations are re-written as

$$\delta \epsilon = \begin{bmatrix} N_{A,1} a_1 \cdot e_1 & N_{A,1} a_1 \cdot e_2 & N_{A,1} a_1 \cdot e_3 \\ N_{A,2} a_2 \cdot e_1 & N_{A,2} a_2 \cdot e_2 & N_{A,2} a_2 \cdot e_3 \\ b_3 \cdot e_1 & b_3 \cdot e_2 & b_3 \cdot e_3 \end{bmatrix} \delta \hat{u}_A = B A \delta \hat{u}_A$$  \hspace{1cm} (6.39)$$

where

$$a_1 = A_1 + u_1$$

$$a_2 = A_2 + u_2$$

$$b_3 = N_{A,2} a_1 + N_{A,1} a_2$$

and the discrete forms of the covariant base vectors and displacement vector derivatives are

$$A_{\alpha} = N_{A,\alpha} R_A; \quad u_{\alpha} = N_{A,\alpha} \hat{u}_A.$$  \hspace{1cm} (6.41)$$

For computer implementation the virtual strain is rewritten as

$$\delta \epsilon = \begin{bmatrix} B_1 & \cdots & B_A & \cdots & B_{nm} \end{bmatrix} \delta u = B \delta u$$  \hspace{1cm} (6.42)$$
from which we get the discretized internal forces

$$\delta W_{\text{int}} = \delta u^T f_{\text{int}} = \delta u^T \int_A B^T n dA$$  \hspace{1cm} (6.43)

where \( n \) is from Eq. (6.36).

The components of the discrete membrane stress resultants in matrix notation are computed as

$$n = \frac{E \ell}{1 - \nu^2} C \epsilon$$  \hspace{1cm} (6.44)

where the covariant strain components are

\[
\epsilon = \begin{bmatrix}
\epsilon_{11} \\
\epsilon_{22} \\
2\epsilon_{12}
\end{bmatrix} = \begin{bmatrix}
A_1 \cdot u_{1,1} + \frac{1}{2} u_{1,1} \cdot u_{1,1} \\
A_2 \cdot u_{2,2} + \frac{1}{2} u_{2,2} \cdot u_{2,2} \\
A_1 \cdot u_{2,2} + A_2 \cdot u_{1,1} + u_{2,2} \cdot u_{1,1}
\end{bmatrix}
\]  \hspace{1cm} (6.45)

and the matrix \( C \) by use of Eq. (6.28) becomes

\[
C = \begin{bmatrix}
(A^{11})^2 & \nu A^{11} A^{22} + (1 - \nu)(A^{12})^2 & A^{11} A^{12} \\
A^{12} & (A^{22})^2 & A^{22} A^{12} \\
\text{sym.} & & \frac{1}{2} [(1 - \nu) A^{11} A^{22} + (1 + \nu)(A^{12})^2]
\end{bmatrix}
\]  \hspace{1cm} (6.46)

The equations are implemented in an element form and integrated numerically using Gaussian quadrature over a parent element.

**The linear elastic NURBS based Kirchhoff-Love shell**

To perform verification studies after the form finding has been performed, a small displacements, linear elastic NURBS based Kirchhoff-Love shell is implemented. The verification studies are performed using the linear elastic Kirchhoff-Love shell in a static analysis with small deformations, after further refining the form found geometry into smaller elements. The same loading is used as during the form finding. The bending and strain energies are computed and used to check how fine resolution the mesh used in the form finding needs in order to find a geometry which works predominantly in membrane action. The studies are presented in Papers B and C.

To describe the strains up to first order in \( u \), the quadratic terms of the membrane strains are neglected, leading to

$$\epsilon_{\alpha\beta} = \frac{1}{2} (A_{\alpha} \cdot u_{\beta} + A_{\beta} \cdot u_{\alpha})$$  \hspace{1cm} (6.47)

which is supplemented with the linearized bending strains

$$\kappa_{\alpha\beta} = -A_{\alpha,\beta} \cdot A_3 - u_{\alpha,\beta} \cdot A_3$$  \hspace{1cm} (6.48)
with
\[
\Delta a_3 = a_3 - A_3 = -\frac{1}{|A_1 \times A_2|} \{ A_3 \times [ A_3 \times (u_1 \times A_2 + A_1 \times u_2) ] \}
\]
approximated to the first order in \( u \). For detailed derivations and the corresponding strain-displacement matrices for FE-implementation, see [90].

### 6.2.4 Dynamic relaxation

Dynamic relaxation was first suggested by Day [46] and further adopted to form finding of lightweight and large span tension structures by Barnes [47, 91]. For a thorough discussion on dynamic relaxation, see [92] and [93]. There are several reasons for using dynamic relaxation for the form finding. It is a vectorized method, for which the cost of each iteration is cheap, resulting in that rapid results can be obtained. It is possible for the user to interact with the relaxation process, since the result from the last iteration can be used as an initial guess for a new problem, where for instance, the material properties or initial geometry is slightly modified. Since it is a dynamic method the presence of a mass matrix makes it possible to handle singularities of the stiffness matrix in the direction perpendicular to the surface of the membranes. The method is suitable for parallelization and has shown good performance on GPUs [94].

The dynamic relaxation method solves (non-linear) static problems by adding fictitious masses, fictitious damping and by using explicit time integration. The equation of motion (EOM) is given by
\[
M \ddot{u} + C \dot{u} + f_{\text{int}} = f
\]
where \( f_{\text{int}} \) is the column matrix of internal forces, \( f \) is the column matrix of external forces, \( M \) is the mass matrix, \( C \) is the damping matrix, and \( u \) contains the unknown displacements. Since only the static solution is of interest only \( f \) and \( f_{\text{int}} \) must represent the physical problem, all other parameters can be chosen freely. To obtain the motion in time the EOM is integrated using the central difference integration scheme
\[
\begin{align*}
\dot{u}_{n-h/2} &= (u_n - u_{n-h})/h; & \ddot{u}_n &= (\dot{u}_{n+h/2} - \dot{u}_{n-h/2})/h \\
\dot{u}_n &= \frac{1}{2}(\dot{u}_{n-h/2} + \dot{u}_{n+h/2})
\end{align*}
\]
which applied to Eq. (6.50) gives a set of equations that update the velocities and displacements as
\[
\begin{align*}
\dot{u}_{n+h/2} &= \frac{(2 - c h)}{(2 + c h)} \dot{u}_{n-h/2} + 2hM^{-1} \left( f - f_{\text{int}} \right) \frac{1}{(2 + c h)} \quad (6.53) \\
\dot{u}_n &= \dot{u}_n + h\ddot{u}_{n+h/2}
\end{align*}
\]
where $\mathbf{M}$ must be diagonal to preserve the explicit form of the central difference integrator, [93]. $\mathbf{C}$ is chosen as being mass proportional, $\mathbf{C} = c\mathbf{M}$, where $c$ is a damping coefficient for the structure, $\hat{h}$ is the time step. In the first iteration, $t = 0$ and $\mathbf{u}^0$ is known, then

$$\mathbf{u}^{0+\hat{h}/2} = \hat{h}\mathbf{M}^{-1}(\mathbf{f} - \mathbf{f}_\text{int})/2.$$  \hfill (6.55)

An alternative to viscous damping (critical damping) is kinetic damping, where the total kinetic energy of the system is traced through the motion in time and once a peak is detected the current velocities are set to zero. While kinetic damping typically requires more iterations to converge than the critically damped system, it is cheaper per iteration.

### 6.3 Form finding examples

In order to study the use of NURBS based isogeometric analysis for the form finding and early design phase of shell structures several objectives have been met. First, in Paper B, NURBS based elements are presented, implemented, numerically studied and compared to polynomial elements for use for form finding with dynamic relaxation. Second, Paper C presents a possible design method using IGA for form finding.

During the research some demonstrator plug-ins were developed to test the method in a CAD environment. This is presented in Paper C and in the following subsections.

#### 6.3.1 Plug-ins

Conceptual design is an iterative procedure, and performing form finding often requires several iterations in order to get satisfactory results. To simplify this work-flow, it is favorable to be able to perform the form finding in design software. Using design software can simplify the modeling of the related parameters, such as the initial geometry, the boundary conditions, material parameters etc. Buildings are generally designed in CAD software, and it is of interest to include form finding into CAD. In order to study the possibilities of performing form finding directly in CAD software using NURBS which are well supported by the CAD software two demonstrator plug-ins for form finding with dynamic relaxation on NURBS elements were developed.

The results from Papers B and C was used for developing two demonstrator plug-ins for Rhinoceros 3D and for Grasshopper. Rhinoceros 3D is a popular NURBS modeler commonly used in practice by architects and engineers. Grasshopper is a plug-in for Rhinoceros 3D which provides users with a visual programming environment (VPE).

The plug-ins developed here have been written using RhinoCommon, which is a .NET plug-in Software Development Kit (SDK) available for Rhinoceros and Grasshopper.
A .NET library for FEA with support for IGA was implemented prior to the development of the plug-ins that acts as the back-end and runs the simulations independent of Rhino/Grasshopper. For the implemented library, the package Math.NET Numerics was used for the necessary linear algebra, together with Intel Math Kernel Library.

The plug-ins are limited in that they currently support form-finding with multiple patches, but there is no support for trimmed patches. There are, however, formulations of IGA with support for trimmed patches [86], but they have not been implemented here. The boundaries between adjoining patches need to be compatible, meaning that edges of bordering patches have to be compatible in their discretizations, i.e. exactly the same locations for control points, orders of interpolating functions, and the same knot vectors. The tools currently support uniformly applied loads to the initial geometry.

**Rhinoceros 3D plug-in**

The first plug-in interfaces directly with Rhinoceros 3D, and provides form finding capabilities through a simple tabbed computer interface. By filling out the different tabs a form finding can be performed in Rhino, see Paper C.

The interface of the Rhinoceros 3D plug-in is developed using Windows Presentation Foundation (WPF). The interface consists of a tabbed docking panel where initial geometries, materials, and boundary conditions can be set up. The form finding can be performed by filling in the tabs and interactively running the application.

By first modeling the coarsest possible geometry the refinements to smaller elements can be handled by built in function in Rhinoceros. The limitations must be kept in mind while modeling the initial geometry, for instance, modeling a hole requires patch modeling techniques.

Using a CAD environment simplifies the modeling of the initial geometry compared to using a general finite element software. The form finding process typically requires several iterations to fulfill both architectural design and engineering criteria. This requires iterative modifications to the initial geometry which is simple to perform in a CAD software such as Rhinoceros, where unlike traditional FE-software an iterative work-flow is important.

**Grasshopper 3D plug-in**

The second plug-in provides form finding capabilities through the Grasshopper VPE. The interface to the form finding is done through the use of custom Grasshopper components. The inclusion of form finding into Grasshopper makes it possible to create parametric architectural models, where the form finding is a part of the parametric model. Since the form finding is performed using NURBS all of the existing components and functions in Grasshopper can be applied after the form finding process.
6.3 Form finding examples

The developed grasshopper components, split into four categories: a) references to geometry, material, and boundary conditions. b) components for refinements. c) the dynamic relaxation and control. d) linear elastic small displacements Kirchhoff-Love shell components for studying the form found shape.

The custom components for the Grasshopper VPE were developed using the Grasshopper SDK, and RhinoCommon.

A Grasshopper component can be regarded as a black-box function with a set of custom inputs and outputs. Fig. 6.6 shows the developed Grasshopper components which are divided into four categories, components for input, components for refinements, components for the relaxation and finally components for verification studies.

6.3.2 Simple example

The capabilities of the two plug-ins are very similar, but since the UI of the second one, the Grasshopper plug-in, is not included in any of the appended papers its capability is shown in the following examples.

The ability to perform form finding with very few elements is favorable in design situations as it allows the designer to quickly explore alternative shapes. In the form finding exploration the first step is to define an initial shape, boundary conditions, material parameters and applied loads (typically the self-weight). Once this is done the form finding is run with a coarse mesh and the shape is computed. Some different shapes which were computed in real-time using coarse meshes are shown in Paper C.

The purpose of this example is to show of the advantages of using NURBS elements to integrate the form finding in CAD. The example is intended for showing the design process for a roof...
of a building. Fig. 6.7 shows the setup in Grasshop[er for a simple form finding with an initial geometry with a single patch, consisting of one element which is subdivided twice into 4 X 4 NURBS elements with quadratic basis functions. The top left component in the figure (denoted Srf) refers to the initial geometry in Rhino. The bottom left component (denoted Pt) refers to constrained corner points in Rhino, it is also possible to constrain boundary edges. The output from the form finding component in the right in the figure is the form found surface. The building geometry is included in the design process, and the form finding results are viewed in this context.

After the first form finding iteration an evaluation of the shape follows. The shape is evaluated in terms of architectural and engineering criteria, such as structural performance, daylight, acoustics, limitations on the shape (height, span), asymmetric loads, buckling, and so on. The structural analysis is performed using shell elements. To fulfill the criteria it is often necessary to change initial parameters such as the initial geometry, boundary conditions, and loads before the form finding process is iterated. Fig. 6.8 shows a few design explorations of the simple geometry shown in Fig. 6.7 with a uniformly distributed load. Variations of the boundary conditions and geometry generates different shapes, all approximated with a coarse mesh. Since the resulting geometry is still represented by NURBS it can be used with a parametric model in Grasshop[er, this is exemplified by the length of the vertical bars between the building and roof, which are automatically updated if the roof shape is altered.

Once the form found shape fulfills necessary design and engineering criteria, it can be further refined and run through the form finding process once again, in order to obtain a more optimal shape. This is further discussed in Paper C.

Integrating the process into Rhinoceros simplifies several parts which are often included in the design process. The form finding can be performed within the architectural context, and thus simplifies considerations related to the surrounding buildings, such as e.g. shading and reflections.
6.4 Summary

The research set out to develop and test numerical form finding using NURBS based membrane elements with dynamic relaxation. The contributions are:

- Demonstrator tools for form finding by use of the hanging model analogy with IGA are developed, see Paper C and Section 6.3
- The implementation of NURBS based IGA membrane elements with the dynamic relaxation solver is presented in Paper B. A study of how different choices of damping and mass affect the convergence of the dynamic relaxation method with NURBS based membrane elements is included.

Figure 6.8: Different examples generated by changing the boundary conditions or initial geometry of the example shown in Fig. 6.7. a) added vertical bars. b) changed position of corner points. c) increased Young’s modulus of the roof material.

Since the form found shape is already in the design software and being represented by the complete curved geometry description it is easy to do architectural renderings to present to clients. Further detailing operations in CAD be performed after the form finding since the geometry is still NURBS, and is well supported by the software. Another advantage of CAD tools is that they often include geometry diagnostics tools, such as curvature and edge analysis.

6.3.3 Multi-patch examples

For cases when more complex geometries than simple quadrilaterals are required, multiple patches can be studied. For the current example, if for instance an entrance would be designed at one of the corners of the building multiple patches are required for the geometry and the form finding, see Fig. 6.9.

If a rectangle is divided into multiple patches where the stiffness or boundary conditions are varied, various forms for the same initial surface can be explored, see Fig. 6.10.
Advantages of using IGA:

- Straightforward to refine geometry for verification studies.
- Using NURBS makes it simple to use the form found shapes for other studies available in CAD (solar, etc.), and for further design.
- Thin shell theory is simpler to implement using IGA.

The convergence study with different choices of mass and damping in Paper B was made for a few different geometries. The study was made in order to ensure good performance in the later developed demonstrator tools. The choice of a mass matrix based on the initial stiffness and kinetic damping were implemented in the demonstrator tools for Rhino and Grasshopper.

Numerical form finding with the hanging model analogy is well developed, however, the use of NURBS elements brings some novel additions. It makes it possible to perform the form finding directly in a CAD software, with geometry that is fully supported by the CAD programs, in this case Rhino and Grasshopper. The NURBS elements are curved and $C^1$ continuity between elements can be achieved, which is favorable for form finding since the resulting shapes are often curved and continuous and the employed shell models for verification studies require $C^1$. It is possible to perform the form finding with very few elements, rapidly providing previews.
Figure 6.10: Examples with a rectangular initial shape, using multiple patches. a) single patch, fully constrained perimeter. b) multi-patch variants with perimeter openings. c) with stiffened bands and openings. d) with stiffened bands, fully constrained perimeter. e) with holes. f) with holes and stiffened bands.
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of what a higher resolution mesh will result in, more or less in real-time. Wrinkling effects present in high resolution models are not observed for low resolution models. Supporting the form finding in Grasshopper means that it can be integrated into larger parametric models allowing for design explorations in context and simplifying the design process.
7 Design exploration using graphic statics

7.1 LITERATURE REVIEW

Graphic statics is a graphical method for determining the forces in an assembly of axially loaded members, such as trusses, cables, and arches. The first comprehensive presentation of graphical techniques was done by Culmann [95], who is considered the father of graphic statics. Other important contributors to graphic statics were Maxwell, Cremona, and Bow.

It is based on construction of two reciprocal diagrams: the form diagram representing the actual geometry of the structure, and the force diagram that represents the internal forces through vectors. Changes in the geometry are reflected in the force diagram, providing a visual relationship between the two. Because forces are graphically represented using vectors, no numerical analysis is required to calculate the forces. Fig. 7.1 shows an example solution for a cable using graphic statics.

Graphic statics can only provide unique solutions to statically determinate structures, for which the equations of equilibrium can be solved without the addition of further constraints.

Figure 7.1: Graphic statics solution for a cable with two point loads. a) Form diagram. b) Force diagram.
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Figure 7.2: Stevin’s drawing of force equilibrium [96].

(considering for instance elasticity or relative stiffness of members). A further requirement is that all the loads and members must be co-planar, limiting the use of graphic statics to two-dimensional problems. Graphic statics solutions to simple structures, such as the one in Fig. 7.1 are elegant and clear, however, for more complex structures the force diagrams can quickly become difficult to read.

Figure 7.3: Scientific contributions related to graphic statics.
7.1 Literature review

7.1.1 Background

Graphic statics were developed during the 19th century. Fig. 7.3 shows some of the scientific contributions and structural designs related to graphic statics. Philippe de la Hire published in 1695 the first application of statics to an arch. He represented forces in a diagram that were related to the arch of the geometry, which would later be developed into graphic statics. Another early trace was the parallelogram rule devised by Simon Stevin using force vectors to analyze forces, Fig. 7.2. Varignon introduced the funicular polygon [97, 98].

Various cracks in the dome at Saint Peter’s Basilica along with further concerns following an earthquake in 1730 lead to an investigation concerning the structural safety of the dome [99]. Giovanni Poleni successfully applied the present theories at the time for assessing the safety of the dome. Poleni ignored the iron hoops that were already installed due to the cracks, and assumed that the masonry had large compressive strength and zero tensile strength. Poleni observed that the dome would be safe if the line of thrust lay entirely within the thickness of the masonry. Applying Hooke’s principle of the hanging chain he demonstrated that the line of thrust was within the bounds, and was thus first to successfully assess the safety of a masonry structure using an equilibrium method by creating a physical model using weights proportional to the sections of the dome (two opposite wedges of the dome as arches). An image of his analysis is shown in Fig. 7.4. Using physical models can quickly become tedious when alterations are necessary and when the models become more complex than a single arch. Graphical statics would later become a simpler method of performing similar analysis as Poleni’s.

Early graphical methods considered one joint at a time [99]. Graphic statics was formalized by Culmann [95, 98]. Maxwell combined the joint diagrams to a single force diagram using the state of the art mathematics - projective geometry. He devised the reciprocal diagrams of graphic statics. The diagrams were later widely adopted thanks to Robert Henry Bow’s notation which made the creation of a reciprocal diagram straight forward. Bow’s notation has been used to compute the reciprocal in Fig. 7.5b.

None of the books that were published during the intial development of graphic statics addressed issues related to shaping of structures [101], this has only been the topic for more recent books, such as [102].

Graphic statics have been used to design structures by amongst others Maurice Koechlin (co-designer of the Eiffel Tower) and Robert Maillart [102].

7.1.2 Graphic statics using Bow’s notation

Allen and Zalewski [102] present how to step by step construct the diagrams of graphic statics by making use of Bow’s notation [103].
Following Bow's notation, capital letters are placed in the spaces between the lines of action of the forces in the form diagram. Forces are named by the letters on both sides in lower case, for instance the force between the spaces A and O is ao (or oa). Nodes are named using a clockwise reading of all of the spaces surrounding a node, for instance the first node to the right of the left support in Fig. 7.5a is called ABO (or BOA, OAB). Points in the force diagram are designated

![Figure 7.4: Poleni's analysis of St. Peter's [100].](image)

![Figure 7.5: Graphic statics solution for a cable with a uniformly distributed load. a) Form diagram. b) Force diagram.](image)
with lower case letters and correspond to the upper case letters that designate spaces in the form diagram. Bow's notation is thus a convenient way of establishing the reciprocal relationship between the diagrams.

The equilibrium of each point of the form diagram is represented by a closed polygon in the force diagram. For instance the equilibrium of point ABO in Fig. 7.5a is represented by the polygon abo in Fig. 7.5b. Using Bow's notation we can read the tension and compression, for instance, at node ABO in Fig. 7.5a, we move clockwise between B and O (where force bo is acting) and the direction from b to o in 7.5b is towards the lower right, the force bo at ABO is thus moving away from the point - corresponding to tension.

The drawing of graphic statics diagrams is easily performed using Bow's notation and appropriate drafting tools. There are procedures available for finding forms for different types of structures that fulfill desired criteria such as going through a set of points or having a certain height [102].

### 7.1.3 Renewed interest in graphic statics

The theory of elasticity and numerical methods lead to reduced interest in graphic statics. However, the reciprocal relationships would become rediscovered again. Some development related to graphic statics was seen in rigidity theory [104–106] where the diagrams were extended to three dimensions, and in scene analysis [107]. Heyman [108] investigated masonry structures using the principles of plastic design. He presented the assumptions necessary for limit state design of masonry.

For statically indeterminate cases graphic statics provides a simple way to explore different states of equilibrium. Based on Heyman's [108] demonstration of the assumptions necessary to apply plastic limit state analysis to masonry, O’Dwyer devised a method for funicular analysis of masonry vaults by modelling the principal stresses as a discrete network of forces [109]. Using optimisation, feasible solutions were found based on the safe theorem of plasticity. The method was later developed into thrust network analysis (TNA), where the reciprocal diagrams of graphic statics were used to explore the different possible lower bound solutions of the discrete network of forces [110]. The indeterminacy of graphic statics is exploited in the theory of TNA, which extends the method to three dimensions and generates compression only vaulted surfaces and networks under gravitational loading. Graphic statics and related methods are used for the assessment of the safety of historic masonry [110], and for the form finding and design of new vaulted structures.

In [111] the motivations for using geometric rather than analytic or numerical representations of the relationship between form and forces are presented. Graphic methods with reciprocals make it straightforward to control distribution of forces and explore the possible geometries, i.e. designing a truss with a constant force in a chord is performed by simply constraining the lengths of respective edges in the force diagram. Graphical methods are also able to display
several stress-states for a statically indeterminate structure. Thrust-lines can be used to study the stability of masonry. Compression only solutions for shells can be connected to requiring a convex polyhedral airy stress function.

The doubly curved compression-only Armadillo vault shown in Fig. 7.6 was recently designed using graphical methods. The form was developed using RhinoVAULT, a TNA plug-in for Rhinoceros. The found form was used as the midsurface for the structure and after adding thickness it was discretized into stone voissours. At its thinnest the structure is five centimeters thick. The stresses from the self-weight do not exceed 0.1 MPa, the limestone used has a compressive strength of 22 MPa. The stability of the discretized structure under different loading conditions was verified using discrete element modelling [112].

Recently, research on graphic statics has aimed been at developing a fully three-dimensional framework [113–116]. Further, general equilibria (not just axial forces) [115, 117], graphic kinematics, and approaches for including the principle of virtual work [118] have been studied, leading to a graphical approach to elasticity.

### 7.1.4 Computer based graphic statics

Some disadvantages of hand-drawn graphic statics are for example difficulties with drawing the parallel lines and solving by hand, and that the graphs can quickly become complex and difficult to read. The disadvantages disappear when implemented in a computer. The reciprocal relationships can be set-up in a parametric or constraint based environment [111]. Further, since the reciprocal relationships are encoded using graphs, it is simple to make interactive visualizations showing which vertex in the form diagram corresponds to which face in the force diagram. The variables between the diagrams - the nodal positions of the edges and the static indeterminacies - can through algebraic formulations be clearly presented to the end-user.

Several computer tools using graphic statics have been developed. One such tool is Active Statics, an on-line tool intended for educational use, where some predefined problems are solved with graphic statics. Users are able to manipulate structures and see how the internal
forces change. Another on-line tool is eQUILIBRIUM, containing some further examples. RhinoStatics is a plug-in which can be used for graphic statics in Rhinoceros 3D and is not limited to some pre-defined examples. Recently there has been a prototype tool developed for Grasshopper [119].

7.1.5 Present research

Until recently most of the tools and literature have only presented digital versions of graphic statics for some specific pre-defined structures. A general algebraic formulation of graphic statics using a graph theoretic approach is presented by Van Mele and Block [6], that given a form diagram, is able to generate a force diagram directly. The equilibrium of the structural systems [6] are investigated using the states of self-stress of an equivalent unloaded network, making use of the singular value decomposition of the equilibrium matrix [120]. A similar work, dealing with reciprocal diagrams for tensegrities is [121]. The algebraic approach of the graphic statics framework [6] is well suited for computer implementation as a back end for a CAD software. The work presented in this thesis is based on and extends [6].

The algebraic treatment of force-based form explorations is not present in the available scientific literature. Though the diagrams are reciprocal, and the algebraic formulation is similar to setup, there are additional requirements necessary to enable force-based explorations. These range from being able to explore all forms related to a force diagram, down to including constraints in order to explore a sub-set of the available forms - techniques common when performing form finding or optimization. Papers D–F deal with different aspects of this theme.

7.2 THEORY

The computer based algebraic approach that is further developed in this thesis is based on [6]. The topics relevant to the implementation are related to planar and dual graphs, the force density method, the matrix methods for pin-jointed structures, and the lower bound theorem of plasticity.

7.2.1 Graph theory and reciprocal diagrams

A graph $G = (V, E)$ is an ordered pair consisting of a set $V$ of vertices (or nodes or points) and a set $E$ of edges (or arcs or lines). Each edge is associated with two vertices (not necessarily distinct) consisting of an unordered pair [122].

A graph is planar if it can be drawn in the plane such that edges only intersect at their ends, i.e. edges do not cross each other. Such a drawing is called a planar embedding. A planar embedding partitions the plane into a number of connected regions [122]. Each region enclosed
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by a polygon of edges in a planar embedding is called a face, including the unbounded region (called the exterior face). Due to the presence of external forces in the present approach, there are several unbounded regions, separated by external edges. The vertices that only connect to external edges in the present approach are referred to as leaf vertices (a leaf vertex is a vertex with degree one). Once a graph is drawn in the plane (i.e. embedded), a unique dual is defined. A dual graph $G^*$ has a vertex for each face of the graph $G$, and an edge whenever two faces of $G$ are separated by an edge. The dual is also planar. Fig. 7.7 shows a planar graph as solid lines and its dual as dashed lines.

The reciprocal relationships of the form and force diagram mean that the number of edges is the same in both diagrams. The number of vertices in one is equal to the number of faces in the other, and vice versa. Further in the Cremona convention adopted here, the reciprocal edges are parallel to each other, for instance edge $oa$ in Fig. 7.5a is parallel to edge $oa$ in Fig. 7.5b.

Micheletti [121] presents the relationships of reciprocal diagrams for self-stressed frameworks. By using graph theory the algebraic dualities between the edge lengths and forces in a self-stressed framework are formulated. The relationships are valid in any dimension provided that the underlying graphs are planar [121]. The reciprocal relationships can be formulated using dual polyhedra, however, here we have followed the graph formulation.

The construction of the incidence $C$ and dual incidence $C^*$ matrices (also referred to as connectivity matrices) is presented in Papers D and E.

Algebraic matrix formulations of 2D graphic statics are presented in [121] and [6]. The formulations presented in Papers D and E are an extension of [6].
7.2.2 The force density method

The force density method was developed to solve the equations of equilibrium for a cable-net without prescribing and initial nodal coordinates [48]. The nodal coordinates are solved for from a single linear system of equations. The equilibrium equations for a general network can be formulated as

\[
\begin{align*}
CUL^{-1}s &= f_x \quad (7.1) \\
CVL^{-1}s &= f_y \quad (7.2) \\
CWL^{-1}s &= f_z \quad (7.3)
\end{align*}
\]

where \(C\) is the incidence matrix of the graph \(G\) describing the network topology (the branch-node matrix in [48] is \(C^T\)). \(U, V\) and \(W\) are diagonal matrices with the coordinate differences in \(x, y,\) and \(z\) respectively. \(L\) is a diagonal matrix containing the lengths of the cables, \(s\) are the internal forces in the cables and \(f_x, f_y, f_z\) are the external force components. The equations are non-linear since \(L\) is a function of the coordinates, using

\[
L^{-1}s = q \quad (7.4)
\]

where \(q\) are force densities (also known as force-length ratios), i.e. the force density of cable \(i\) is \(q_i = s_i/L_i\). The introduction of the force densities linearises the equations of equilibrium [48], we have

\[
\begin{align*}
CUq &= f_x \quad (7.5) \\
CVq &= f_y \quad (7.6) \\
CWq &= f_z \quad (7.7)
\end{align*}
\]

The coordinate differences are given by \(u = C^T x, v = C^T y, w = C^T z\). With the coordinate differences and using \(Uq = Qu, Vq = Qv, Wq = Qw\), where \(Q\) is a diagonal matrix of force densities and \(u, v, w\) are vector versions of \(U, V, W\) respectively, we get

\[
\begin{align*}
CQC^T x &= f_x \quad (7.8) \\
CQC^T y &= f_y \quad (7.9) \\
CQC^T z &= f_z \quad (7.10)
\end{align*}
\]

where only the coordinates are unknown. To solve the linear system of equations, it is first partitioned into prescribed and unknown parts, for details, see [48].

Using the force densities any state of equilibrium for a cable net can be obtained. Since only the force densities are prescribed the nets do not meet any other conditions, such as having equidistant meshes. This can, however, be included using a non-linear force density formulation [48].
7.2.3 Pin-jointed structures

Pin-jointed structures carry load using axial forces and do not transfer moments over joints. In the early design phases of pin-jointed structures it is important to determine if the structure contains mechanisms, is statically determinate or indeterminate. The number of members and their configuration are required to answer the questions. Maxwell showed that a 3D pin-jointed structure having $j$ joints connected by $b$ bars requires $3j - b$ to make it statically determinate, the result is referred to as Maxwell’s rule [123]. However, Maxwell was aware of cases which satisfied the rule but were both statically and kinematically indeterminate. Maxwell’s rule can be made more precise using linear algebra [124]. Introducing $k$ kinematic constraints, the equilibrium equations are formulated as

$$Aq = f \quad (7.11)$$

where $A$ is the equilibrium matrix of size $[3j - k \times b]$, for detailed construction of $A$ see [124] or Papers D or E. We denote the force-density vector by $q \in \mathbb{R}^b$ and the vector of external forces by $f \in \mathbb{R}^{3j-k}$. The equilibrium matrix is formulated using the assumptions of small displacements, i.e. the equilibrium equations are set-up in the initial configuration. It is a linear map between the space of force densities and the space of external forces. We denote the rank of $A$ as $r_A$, the dimension of the nullspace as $s$ and the dimension of the left null space as $m$. The number of independent inextensible mechanisms is now [124]

$$m = 3j - k - r_A \quad (7.12)$$

and the number of independent states of self-stress is

$$s = b - r_A \quad (7.13)$$

and combining the two equations gives the extended Maxwell rule

$$s - m = b - 3j + k. \quad (7.14)$$

The four fundamental subspaces of the equilibrium matrix are further discussed in [124]. The nullspace contains solutions to $Aq = 0$, i.e. all states of self-stress (all states of stress which are in equilibrium with zero external load).

Note that in the formulation in Papers D, E, and F the external and reaction forces are considered part of the assembly and are not modeled as external loads, hence only nullspace solutions to the equilibrium equations are sought. As an example, in Fig. 7.8, vertices A, E, F, G in the form diagram are considered fixed and edges 0, 4, 5, 6 are considered structural components and not forces. Likewise, vertices 0, 1, 2, 3 in the force diagram are considered fixed when solving for the form diagram using the dual formulation.
7.2.4 Lower bound theorem of plasticity

The classical plastic collapse theorems have been used to determine the load capacities of structures like arches, concrete structures and soil foundations. The material is assumed to be elastic-ideal plastic which leads to the structure having a certain load capacity where the load can no longer be increased [125]. This means that a certain limit load exists that is referred to as the collapse load.

The lower bound theorem (safe theorem) states that the external loading corresponding to an allowable and statically admissible stress field is less than or equal to the collapse load [125]. Hence, for a given external load, if admissible internal stresses that are in equilibrium with the external load and do not violate the yield criterion can be found, then the structure will hold. An elastic solution (which nowhere violates the yield condition) is a lower bound solution.

7.3 DEVELOPED FRAMEWORK AND APPLICATIONS

The geometric relationship between form and forces offered by graphic statics provides means of exploring load carrying ideas. Fig. 7.8 presents a simple graphic statics example, with the structure, applied loads, and support forces to the left and the reciprocal force diagram to the right. The equivalent structural mechanics diagram of the form diagram is shown in the top left of the figure. The diagrams in Fig. 7.8 are represented as directed graphs. The form diagram \( G \) is shown to the left, and the force diagram \( G^* \) is to the right. In graph theory these are referred to as the primal, and dual graphs, respectively. The coordinates of the form and force diagrams are \( X, X^* \) respectively. Equilibrium of forces in each internal point in the form diagram (points B, C, D in Fig. 7.8) is represented by closed polygons in the force diagram. The lengths of the edges in the force diagram are proportional to the magnitude of the forces in the corresponding edges in the form diagram. A vector of force densities, \( \mathbf{q} \), contains the force to form edge length quotients. The force density vector also contains information regarding
tension and compression, which can also be interpreted from the diagrams directly by making use of Bow’s notation.

In the thesis two approaches for manipulating force diagrams are presented in Papers D and E. The appended papers present the framework required for both interactive manipulations and for parametric explorations. In the framework several types of manipulations of the form and force diagram are possible. Fig. 7.9 shows the different parts of the present computer based graphic statics implementation and the variables used in each computation. Fig. 7.9a shows the graph relationships, Fig. 7.9b shows the direct solutions and variables, Fig. 7.9c shows the root finding based approach.

The approach in Paper D uses the non-linear equations of computing the force diagram from the form. A root-finding formulation is used to compute the from diagram based on manipulations of the force diagram, the primary variables are then the form diagram coordinates $X$ and a set of force densities $q_{id}$. Using the approach force diagram manipulations with general equality constraints are possible, however, since it is based on root-finding an initial guess close to the solution is required.

The approach in Paper E formulates a direct solution to compute the form diagram from the force diagram. The primary variables are the force diagram coordinates $X^*$ and a set of reciprocal force densities $q_{id}^{-1}$, where $q_{id}^{-1} = L_i/L_i^*$ and $L_i$ and $L_i^*$ are the lengths of edge $i$ in the form and force diagrams respectively. Using this approach enables the force diagram to be the initial diagram used for design explorations, however, only linear equality constraints are included. The approach allows for topological refinements of the force diagram and can also be used to compute an initial guess for the root-finding approach in Paper D, improving convergence.
7.3 Developed framework and applications

7.3.1 Need for both approaches

The example in Fig. 7.10 shows why both the direct and root finding approach are necessary. Edge 0 in the form diagram is perpendicular to edges 1 and 2, and leads to a force diagram with a corresponding edge 0 of length 0, hence $q_0 = 0$ and $q_0^{-1}$ is undefined. This means that direct manipulation of the force diagram is not possible, however, the root finding approach is able to solve for the form diagram after force diagram manipulations since the primary variables are then $X, q_{id}$, which are well defined. Using both approaches enables manipulations which are not possible when only one of the methods is available.

7.3.2 Developed graphic statics framework and Rhino plug-in

The framework presented in Papers D and E has been implemented using the programming language Python, together with Numpy, Scipy, and NetworkX. A Rhinoceros plug-in has been written using .NET in order to provide a graphical user interface. The Rhinoceros plug-in communicates with the Python back-end using JSON with the ZeroMQ messaging library [126].

The plug-in currently supports the definition of the form or force diagram and obtains a computed reciprocal diagram from the back-end. The user can add constraints to the form diagram, which are used when manipulating the force diagram. Topological refinements are also possible, constraints are kept after refinements when possible.
7.3.3 Automatic generation of strut-and-tie patterns

The strut-and-tie model (STM) was popularized by Jörg Schlaich and colleagues [127]. Before the STM truss analogies for modeling cracked reinforced concrete beams were considered appropriate whilst being limited to only parts of the structure where the beam hypothesis was valid. The STM generalized the truss analogy to every part of a concrete structure, even for points with statical or geometrical discontinuities.

A key step to the strut-and-tie method is the selection of an appropriate truss model, due to the static indeterminacy of reinforced concrete there are often several suitable models possible. An application using structural optimization of graphic statics for automatically generating strut-and-tie patterns is presented in Paper F. Optimal layouts are found by minimizing the total load path, which is formulated by measuring lengths in the form and force diagrams. Minimization of the total load path is equivalent to truss volume minimization under the assumption that all of the elements are equally stressed, a similar approach based on volume minimization is presented in [128], also for further references, see [129]. All of the examples presented in Paper F yield good results.

7.4 SUMMARY

Multiple techniques for manipulating force diagrams have been presented. The research builds upon an already existing framework and further extends it. The contributions are:

- A direct approach for computing the form based on the force diagram is presented in Paper E.
- A root finding approach for computing the form after manipulating the force diagram is presented in Paper D.
- Inclusion of linear and non-linear constraints is presented in Papers E and D respectively.
- Topological refinements of force diagrams is presented in Paper E.
- Different methods of design explorations based on force diagrams are presented in Paper E.
- Automatic generation of strut-and-tie patterns using graphic statics is presented in Paper F.
- Papers D, E, F contain several examples to illustrate the use of the methods.

The need and advantages of multiple techniques have been discussed. When one approach does not work, the other can be used. Combining the approaches allows for the inclusion of non-linear constraints together with large manipulations.
Using graphic statics for generating STM has been presented. This could be extended to finding optimal forms in arbitrarily shaped domains, and function as a general design tool rather than just be used for STM. However, better performing formulations of the constraints may be necessary.
8 Conclusions

Design is an iterative and often non-linear procedure. Different techniques and tools are used during design as they become necessary. In the thesis, research concerning methods and tools suitable for including structural considerations for some types of structures/phenomena in conceptual design are presented. The developed methods can be used in the conceptual design phase. This can potentially improve the communication and collaboration between engineers and architects, by providing rapid feedback, supporting use in design software, visualizing results and supporting some structural design spaces.

8.1 MAIN CONTRIBUTIONS

The main contributions include:

- A broadened scope of phenomena than can be part of the conceptual design. Specifically, by studying wave propagation in urban scales, which with increased population density resulting in increased vibration and noise levels will be an important tool for designing sustainable cities.

- Further the use of IGA for form finding by implementation and study of dynamic relaxation with NURBS based membrane elements. Implemented demonstrator tools and released a computational framework for IGA in MATLAB and .NET. It was shown how the form found geometry can be used after the form finding to for instance perform static verification studies.

- Development of computational graphical methods for structural design, by providing methods for bi-directional graphic statics, and the explicit computation of form diagrams based on changes in force diagrams. In the thesis, graphic statics has been applied to the automatic generation of strut-and-tie models.

During the course of the research, frameworks for making use of the methods have been implemented. The frameworks support different methods of design exploration. For the wave
propagation tool the focus was on the rapid feedback type of strategies, where it is simple to sketch designs, investigate their effects on the wave propagation, and iteratively discover strategies which might be feasible for urban designs. The IGA framework developed can be used directly in CAD software, both as an interactive tool where the designer can interact with the geometry during form finding, but also as a codification tool through a visual programming language which includes the form finding in a large parametric model. The developed graphic statics framework is perhaps the most general. It supports both interactive use where the parameters can be directly controlled and also provides means of displaying the entire design space for a force diagram. It can, moreover, be used in structural optimization as shown in the thesis trough examples with strut-and-tie pattern generation.

The methods provide limited and alternative views of a structural design for some different types of structures. They can be used as representations and quick models for exploration and decision making in the early design stages, where other aspects than structural performance should also be factored in.

**8.2 FURTHER RESEARCH**

Tools similar to the one presented in Paper A could be useful in urban planning, in order to reduce the noise and vibrations in the built environment. The ability for an engineer to provide feedback to others of the design team in minutes is important, since it means that it can support a creative and collaborative brain-storming session which often is a part of the earliest design phases. To make the computational tool more general, the model reduction process could be automated.

The reduction method used in Paper A is only valid for steady-state dynamics. If transient analyses are necessary to conduct, other methods for reducing the simulation time are required. This could be other model reduction methods, or the use of methods other than FEA.

Form finding can be seen as a first step in a design process. The research has so far primarily dealt with numerical methods, and perhaps the most important extension would be to apply the tools to design projects and real applications, in order to test and further develop the tools. To evaluate the usefulness of the tools, they should be tested further in case studies.

The dynamic relaxation method studied in Paper B converges fast for systems where elements are uniformly sized. It could be constructive to study other solution methods, both explicit and implicit, to find a method that converges fast for general element geometries. Another promising approach in explicit dynamics is the use of isogeometric collocation, which replaces all of the integration points in an element in a single collocation point with the potential to reduce computational costs. Recently, there have been developments of NURBS based IGA with trimmed patches. The methods are promising in that they simplify the application to complex geometries that are difficult to represent by non-trimmed patches.
The graphic statics framework is well developed. The use of graphic statics for generating initial strut-and-tie models shows a promising application. Further design applications of computational graphic statics should be studied. Paper E presents a framework suitable for topological explorations of force and form diagrams, the design possibilities of this approach should be further studied.
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Abstract

Form finding is traditionally thought of in context of structures whose performance is dependent on their shape, such as grid-shells or cable nets, among others. This paper extends traditional form finding by investigating the search of forms in an urban scale that are effective in reducing vibration propagation from external sources, such as highways, high-speed railroads and industrial plan. The aim is to lower their negative impact on the built environment. The scale of the urban forms can range from buildings, down to stones or concrete blocks, depending on site conditions (geometry, medium of propagating waves, targeted frequencies).

In this paper a state-of-the-art synchrotron facility, that is located both near a high-way and a city will serve as an example. The facility is located on clay which has resonant frequencies within the range that the facility is sensitive to. It is investigated if further urbanization of the area between the facility and the city can contribute in mitigating vibrations from the external sources, in order to ensure operational conditions for the facility. Forms are investigated numerically by placing out blocks of masses on top of the soil surface, in a tool developed for an iterative study. The vibration levels from external sources are evaluated, with the aim of finding optimal solutions in terms of vibration reduction and suitability as an urban plan.

Results indicate that masses on the ground can be used as a means to mitigate ground vibration, but in order for them to be effective they need to be very heavy. Locating masses in a careful manner can be effective for vibration mitigation, and by combining masses of different densities reduction in a wider frequency range can be reached. Some conclusions from the research were: Forms where masses are applied continuously over the whole area can lead to amplification due to lensing or acting as wave guides, however, all discrete organizations of masses show reductions in vibrations. Density variation for the different masses has greater effect than their position.

Keywords: Conceptual design, form finding, optimization, urban scale, vibration reduction, surface masses, soil dynamics.

1. Introduction

In the architectural design process, a given set of design requirements normally have to be fulfilled. In traditional architectural design the earlier phases of design, assessing the fulfillment of design requirements relies on the insight of the designer and focuses on a limited range of objectives (like functional and aesthetical). For other objectives (like engineering related aspects), the assessment is usually postponed to relatively advanced phases in the process, where a number of relevant aspects of the design may be unexplored, but already limited by decisions taken concerning other objectives. The opposite also holds, if only the engineering aspects are focused upon, functional and aesthetical design requirements may not be fulfilled.

Due to the nature of early stage design the amount of time is very limited. An engineering team cannot come up with a complete solution in this limited time, the focus should instead be on gaining an understanding of the overall behavior, catching interesting phenomena, and highlighting potential critical aspects of the design.

The lack of early stage, project-specific heuristic knowledge, such as experience, intuition, rules of thumb, and precedent examples that can be used as a base for new design needs to be compensated. The methods used should preferably require small investments of consultant time, in order to cope with the unpredictable and
rapidly changing nature of early stage design, excluding traditional time-consuming application of analysis techniques. Modelling tools utilized in conceptual studies must be capable of interactively modifying the model once it has been created. This is a fundamental aspect in any design activity, where the designer is constantly going forward and backwards, re-elaborating over some particular aspect of the model, or its general layout, or even coming back to a previous solution that had been temporarily abandoned. Supporting an interactive and iterative design process, requires new interaction models and numerical approaches in the tools used.

This paper proposes a method/tool for the search of forms in an urban scale that are effective in reducing vibration propagation from external sources, such as highways, high-speed railroads and industrial plants, in that way lowering their negative impact on the built environment. The scale of the urban forms can range from buildings, down to stones or concrete blocks, depending on site conditions (geometry, medium of propagating waves, targeted frequencies), and in that way the method can be used in collaboration between Architect and Engineering disciplines (collaboration since both engineering and architecture related aspects are being decided upon simultaneously) in cases where vibration pollution in the built society is of concern, which with the continued increase in urban population will be a concern.

The tool is able to predict relative vibration levels at the positions of interest and through an iterative study can lead to urban plans which are good at reducing soil wave propagation, and if care is taken with the design it can also enhance the aesthetic qualities of the site.

1.1. MAX-IV

To illustrate the method it is applied in a case study, at the site of MAX-IV, a new state-of-the-art synchrotron facility in Lund, Sweden. MAX-IV consists of an electron pre-accelerator, a 250 meter long linear accelerator, and two storage rings with 96 and 528 meters circumference respectively. The facility is located northeast of Lund, at the outskirt of a new area, Lund North-East roughly 100 meters southeast of the highway E-22. The instruments that are operating on nano-level scale at MAX-IV are sensitive to vibrations, where a vertical displacements limit of 20-30 nm RMS during one second for frequencies above 5Hz and below 100Hz has been set in order to ensure good quality of the measurements. With the facility located closely to the highway and on top of very soft soil measures have been taken to ensure good operation of the facility. The measures include stabilization of the soil underneath the facility (stiffening), and the shaping of the ground topography around the facility in a way that will reduce vibrations, see for instance the study by Persson et al [8]. Other more conventional methods for vibration reduction have also been studied, such as open and in-filled trenches.

![Figure 1: Research idea: (a) roads close to facility (b) vibrations from roads (c) reduced by masses?](image-url)

Placing out heavy masses on the soil surface between the external sources and the facility, see Figure 1(c), could be seen as a cost effective and maintenance free solution, and as one that is more appropriate in an urban situation than more traditional methods such as trenches. As such, it is of interest to find out if it is a possible method of vibration mitigation, and which configurations are most effective.

Copyright © 2014 by the author(s). Published by the International Association for Shell and Spatial Structures (IASS) with permission.
2. Heavy masses on the ground

Energy from traffic vibrations is usually concentrated in the frequency range of 5-50Hz, most of it is transmitted as Rayleigh waves close to the soil surface. The principle of operation for resonant mass scatterers (heavy masses on the ground) is based on the fact that any topographic irregularities on the surface cause scattering of incident Rayleigh waves, where some of the energy is reflected back, some is transmitted past the obstacle and some is scattered down into the soil. For masses on the ground the scattering is particularly strong around the natural frequencies of the masses resting on the ground, and as such they have been considered as a viable method of vibration mitigation both numerically, by Ford [2], Petyt and Jones [4], and theoretically by Krylov [5]. Petyt and Jones [4] consider an evaluation point 25 meters from the load, in between which they place different sets of heavy masses and come to the conclusion that in general a heavy mass close to the load works best for their situation. Krylov [5] shows in a 2D analytical model that only 10% of the incoming wave energy is transmitted past a lumped mass around its resonant frequency, the rest of it is either reflected back or propagated as body waves through the half-space medium. The solution should be taken as a very rough estimate as it does not take into account the mass moment of inertia, and models a mass - elastic half-space medium interaction. Recently, Mhanna et al [7] performed numerical studies, and verifications with full scale experiments, where they concluded that heavy masses on the ground can potentially lead to reductions of up to 70%. Even though the mentioned studies concerning the wave scattering properties of heavy masses on the ground have been done, the phenomena are not understood well enough to be accounted during design. Furthermore, soil in general, and at MAX-IV consists several sub-surface layers causing reflections and other phenomena which need to be accounted to the specific site. Previous parameter studies by Alic [1] investigated the effects of a heavy mass on the soil surface at the MAX-IV site. Figure 2 shows the geometry for the study.

Figure 2: Axisymmetric model with a vertical unit load applied at rotation axis and masses on top of the surface, between the load and the evaluation point.

Figure 3 shows the general effect of a mass on the soil surface, part of the incoming surface wave is scattered down into the half-space which is seen as increased vertical displacements in Figure 3 (left) compared to Figure 3 (right). The scattering leads to smaller vertical displacements in the near-field behind the mass, however, as the bedrock has less damping than the soil, a secondary wave is observed close to the surface further away from the mass, at the far right in Figure 3 (left). This secondary wave was in this case of little concern due to the geometric attenuation of the surface wave.

The study concluded that the mass density showed largest reductions in vibration levels, and the position had some influence, while the height of the mass showed little influence as long as the density was modified to keep the same mass per surface area.

Figure 4 shows that a large reduction around the resonance frequencies can lead to slight amplifications for other frequencies, for example the response with the mass density $\rho = 16211 \text{kg/m}^3$ shows reductions around 10Hz compared to the reference model, but an increase around 13-14Hz. The unrealistically high densities can be achieved by using a taller mass with lower density, thereby getting the same mass per surface area. Heavier masses affect a lower frequency range.
Masses with a density around $\rho = 8271\,\text{kg/m}^3$ were the most effective, as they showed large reductions in the range 13-15Hz, where the largest vertical displacements are in the reference model. With $\rho = 8271\,\text{kg/m}^3$ a reduction of almost 30% is achieved, as seen in Figure 5 (left). In Figure 5 (right) amplification vs. mass distance from the load application point is shown. There is little change unless the mass gets close to the load, then negative effects (amplification) are observed, as the mass gets excited by the load.
3. Form Finding Method

The work has been carried out using Finite Element Analysis (FEA) in two (axisymmetric), and three dimensions. Steady state models in the frequency range 5-30Hz have been established with main evaluation points along a line 100 meters from the load application point, which is about the distance from one of the roads to the facility. Unit loading was applied. Once an accurate model was set up masses were placed in between the load application point and the main evaluation points, see Figure 2. The results from the previous two-dimensional study were used to decide for the mass density range and possible mass positions on the soil surface. To aid in the form-finding of patterns a three-dimensional pattern exploration tool was developed, based on the findings from the two-dimensional studies and focused on finding effective and suitable urban patterns for the reduction of the vibration propagations.

3.1. Development of design tool for exploring different patterns

To get a sufficiently accurate model it is necessary to use small elements together with a large domain, leading to great computational costs, however, only a little part of the domain was of interest, namely the green parts on the soil surface in Figure 6. Because of this Guyan [3] reduction with frequency shift together with domain decomposition was applied and all degrees of freedom which were not part of the green parts were condensed away. The reduction method is exact at the angular frequency ω (apart from the approximation in the original dynamic matrices), performing the reduction for each frequency studied allowed for a reduced system with no loss of accuracy. The reduced system is no longer sparse and a large reduction in degrees of freedom is necessary in order for the method to be of benefit. In this case the model was reduced to 11 646 degrees of freedom, which allowed for simulations with a great number of configurations of masses, see Figure 8, where each pixel represents a mass with the size 2x2x2 m³, and the gray-scale represents the density of each mass, where black is 8271 kg/m³ and white is no mass at all. Adjacent masses were assembled together to act as a larger geometric entity.

3.2. FE-model

The model used brick elements with quadratic approximation and reduced integration, and infinite elements along the boundary. In order for the 3D model to give accurate results for a steady state analysis in the frequency range of 5-30Hz, a fine mesh with 2x2x2m³ elements for the soil (and 2x2x8.8m³ for the bedrock) was necessary which resulted in about 2.6 million complex-number degrees of freedom, even though symmetry was used in the x-z plane to bring down the size of the model. The results were evaluated along the green line 100m away from the load application point, see Figure 6.
3.3. Materials

Soil as a material is generally treated as highly non-linear and inhomogeneous, however, with the present low magnitude loading and large wavelengths in comparison to grain size it was possible to model the soil and bedrock using homogeneous linear elastic materials. Figure 7 lists the material properties of the upper and lower soil layers and of the bedrock layer. The loss factor includes all attenuation effects (e.g. varying topography of the soil and bedrock). The soil layers are considerably less stiff than the bedrock, and provide higher damping than the bedrock.

<table>
<thead>
<tr>
<th></th>
<th>Upper Clay</th>
<th>Lower Clay</th>
<th>Bedrock</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth (m)</td>
<td>2</td>
<td>12</td>
<td>-</td>
</tr>
<tr>
<td>E (MPa)</td>
<td>215</td>
<td>1136</td>
<td>8800</td>
</tr>
<tr>
<td>ν</td>
<td>0.48</td>
<td>0.48</td>
<td>0.4</td>
</tr>
<tr>
<td>ρ (Kg/m³)</td>
<td>2125</td>
<td>2125</td>
<td>2600</td>
</tr>
<tr>
<td>Loss factor (%)</td>
<td>14</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>c_s (m/s)</td>
<td>185</td>
<td>425</td>
<td>1100</td>
</tr>
<tr>
<td>c_p (m/s)</td>
<td>943</td>
<td>2167</td>
<td>2694</td>
</tr>
</tbody>
</table>

Figure 7: Soil and bedrock properties

3.4. RMS evaluation

In order to simplify comparison the root mean square value (RMS) of the vertical displacement magnitudes is used

\[ u_{RMS} = \frac{1}{n} \sqrt{(u^2_1 + u^2_2 + u^2_3 + \cdots + u^2_n)} \]  

(1)

Where \( u_i \) is the vertical displacement magnitude at each angular frequency \( \omega_i \) that is part of the steady state analysis, and \( u_{RMS} \) is the RMS value of \( u_i \). This is further used to get the amplification as

\[ U_{amp} = \frac{u_{RMS,tested}}{u_{RMS,reference}} \]  

(2)

where \( u_{RMS,tested} \) is the RMS value for a tested model with applied mass(es) on the soil surface, and \( u_{RMS,reference} \) is for the reference model with no masses applied to it.

4. Results – Parameter study and effective/suitable patterns

4.2. 3D – Tested patterns and results

As the previous 2D parameter studies showed that the mass density was the most important parameter it was the only one that was varied in the pattern studies. The design tool made it possible to digitally sketch different organizations of masses in any paint program, as the sketches were easily imported into the tool. With relatively quick feedback, 10-20 minutes compared to days for the large FE-Model, it was possible to try out many organizations and iteratively (a more interactive/real-time model would be preferred, but the method with current computing power does not allow it) find some patterns which worked better than others. Figure 8 shows some of the types of tested patterns and findings.

The tool made it possible to highlight critical aspects, like the shapes referred to as diagonals and free-form lenses in Figure 8, as well as openings in straight lines. It made it possible to study what type of density variation in terms of position was most effective.

The patterns in Figure 8 are oriented such that the x-axis points downward and y-axis points to the right. The amplification term, \( U_{amp} \), was used to plot the results along a line 100m away from the load, see Figure 6.
Wall like organizations were tried and showed similar reductions as the 2D analysis.

Models with variations in density showed greater vibration reduction than those that only involved a single density.

Lines with openings showed large reductions but showed less reduction at locations where there were no masses between the load and evaluation line.

Perpendicular lines with varying density showed good reduction.

Dotted patterns were too small and too far in-between to have any large effect on the vibration levels.

In cases where masses were connected in some direction, amplifications occurred at the point that the masses were pointing at.

It was found out that further amplifications could be gotten if the masses were organized in the form of a lens. However, the focusing effects were lost if the same patterns were made out of discrete masses (not shown).

Checkered patterns were very effective, and show some resemblance to the shaped landscape surrounding MAX-IV.

Figure 8: Examples of patterns used in 3D simulations applied on top of the green area in Figure 6, and the corresponding vibration levels in terms of $U_{\text{amp}}$ evaluated along a line 100m from the load application point.
5. Conclusions

Two-dimensional results indicate that masses on the ground can be used as a means to mitigate ground vibration, but in order for them to be effective they need to be very heavy. However, due to the nature of being effective around the mass-soil systems resonance frequency they can instead lead to larger vibrations in the soil, if they are excited at frequencies close to their resonant frequencies.

Different organizations of masses were assembled on top of the reduced ground model and steady state analysis was performed in the frequency range between 5-29Hz. Three-dimensional results show that locating masses in a careful manner can be effective for vibration mitigation, and by combining masses of different densities reduction in a wider frequency range can be reached. Some conclusions from the research were: Masses applied continuously over the whole area can lead to amplification due to lensing as seen in Figure 8 (h), or acting as wave guides, Figure 8 (f), however, all discrete masses show reductions in vibrations; Small masses applied with large spacing are ineffective, Figure 8 (d); Straight open paths from the load to the evaluation point lead to little reduction, Figure 8 (b); Density variation for the different masses has a larger effect on vibration reductions than their position.

5.1. Further development

In order for the tool to work in a productive environment the parameter study (2D) and creation of the 3D tool for the specific site (the assembly of the whole model, and the reduction method) could be automated so that the design team can spend time thinking about the urban planning and not the computational method.

References

[5] Krylov, V. Control of traffic-induced ground vibrations by placing heavy masses on the ground surface, in Low Frequency Noise, Vibration and Active Control, 2007; 26(4); 311-320.
Form finding with dynamic relaxation and isogeometric membrane elements

Vedad Alic*, Kent Persson

Division of Structural Mechanics, Lund Institute of Technology, Lund University, P.O. Box 118, SE-221 00 Lund, Sweden

Received 11 June 2015; received in revised form 4 December 2015; accepted 10 December 2015
Available online 17 December 2015

Abstract

A method for form finding with dynamic relaxation and Non-Uniform Rational B-Splines (NURBS) based isogeometric membrane elements has been implemented and studied regarding the influence of the discretization and element shape on the form finding. The procedure allows for rapid form finding since NURBS describe the curved geometry well and it is shown that the form-finding can be performed using a coarse mesh. However, to minimize the bending strain energy a fine mesh is needed. Using smaller elements is more advantageous than increasing the degree of the basis functions, keeping the number of integration points few and converging at a lesser number of iterations. Using isogeometric analysis (IGA) simplifies further studies since the form-found shape can be exactly represented with a shell element formulation. The method is suitable to be used in computer aided design environments such as Rhinoceros 3D during design stages, where the form finding can be evaluated together with other studies in a design context.

Keywords: Structural form finding; Dynamic relaxation; Isogeometric analysis; NURBS; Optimization

1. Introduction

1.1. Form finding

The load carrying capacity of shells and other form-active structures is provided by the shape of the structures, which for a certain load allows the shell to work in a membrane state, using the available material in an optimal way. When determining the shape of such a structure a form finding procedure is typically employed where the objective is to find a shape which minimizes bending, or more generally finds a shape which minimizes the strain energy in the structure [1].

Form finding methods are usually divided into two types. The first is related to pre-stressed structures, whose shapes are analogous to minimal surfaces. The second is the hanging chain and its inverse. As the chain cannot take any bending stresses the resultant shape will be in pure tension, which is generally a much more efficient use of
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material than in bending. Inverting the shape creates an arch in pure compression. The method can be extended to membranes which are physically form-found using hanging cloths, which when inverted gives the shape of a vault in compression. Note that wrinkling of the surface may occur for a hanging model.

1.2. Numerical form finding

Several numerical methods for form finding exist, such as by use of dynamic relaxation [2], the force density method [3], or more recently by use of particle spring systems [4], or the updated reference strategy [5]. The methods were initially developed for the form finding of pre-stressed membrane structures. However, here the dynamic relaxation method will be used for the simulation of hanging cloths. All quantities in the method can be treated as vectors, leading to a low cost for each iteration and making it an efficient solution method [6] which is suitable for interactively exploring different designs in Computer Aided Design (CAD) software.

The hanging cloth may be simulated numerically by membrane finite elements with large displacements and a linear elastic material. By applying a form generating load, usually a uniformly distributed load, the initial geometry deforms into a shape which equilibrates the applied load. The resulting shape is optimal in the sense that forces are transferred mainly by membrane action.

The final shape achieved through form finding as a numerical process for simulating hanging cloth, depends on the initial geometry, the material properties (anisotropy, etc.), and the boundary condition. The relation between the initial and final shape is rather complex, requiring an iterative process of making changes to the initial geometry and evaluating the form-found shape until one which fulfills the specified design criteria is achieved [7]. Just as in the case of the physical hanging model, mesh dependent wrinkles may develop in the numerical model as well when membrane elements are used.

One drawback of many existing methods is that it is necessary to discretize the initial shape which often is described by Non-Uniform Rational B-Splines (NURBS), into structural elements in order to perform the form finding. During design stages this is sometimes unfavorable, since the discretized geometry is difficult to convert back to the initial geometry type. The design process may require many iterations of form finding, design evaluation and conversions between different geometry types before a desired shape is generated resulting in a time consuming process. The discretized geometry may be incompatible with available design software, making it hard to evaluate the form in the architectural context and to further detail it. By employing Isogeometric Analysis (IGA) the form finding and design evaluation can be integrated in design programs resulting in a simplified work flow where conversions between different geometry types are no longer necessary.

1.3. Isogeometric analysis

IGA [8] is an attempt at integrating CAD and Computer Aided Engineering (CAE) by using the same geometrical representation for both environments, typically NURBS, T-Splines or Subdivision Surfaces. Form finding with isogeometric membrane elements makes it possible to integrate the procedure in design software, and to avoid translations from one geometry type to another. NURBS based IGA is well suited since NURBS represent the smooth form found structures with very few control points, making them attractive numerically. A further advantage is that no re-meshing is required for the structural analysis as the form-found geometry can simply be reused with a shell element formulation.

The main part of this work relates to NURBS based IGA membrane elements. However, formulations of structural elements using IGA are plenty, and have been applied for shells [9–11], for beams and plates [12–14]. Recently isogeometric collocation techniques [15] have been used for beams and plates [16–18]. In [19] the Kirchhoff–Love shell model is discretized using polynomial splines over hierarchical T-meshes (PHT-splines). It shows superior performance per degree of freedom compared to cubic NURBS for the Scordelis-Lo roof, Hemispherical shell and Pinched cylinder with diaphragm. Although the method offers advantages in performance and a simple local refinement technique, it requires that the initial NURBS geometry must be able to be refined into bi-cubic NURBS with $C^1$ over knots in order for the PHT-splines refinement to be applicable, which somewhat limits their application to CAD programs. In [20] an extended isogeometric thin shell formulation based on Kirchhoff–Love theory is presented. Other spline approaches have been used for thin shells, such as those based on subdivision finite elements [21–23]. Subdivision surfaces provide an extension of NURBS to unstructured triangular or quadrilateral meshes [24].
1.4. Objective

Isogeometric analysis has been used together with the updated reference strategy for form finding [25], and isogeometric elements have been used together with dynamic relaxation for the steady-state solution of inflation of spherical shells and square airbags [26]. However, to the authors’ knowledge isogeometric elements have not been used with dynamic relaxation for form finding by simulation of hanging models. The objective of this paper is to investigate the use of large deformation isogeometric membrane elements with dynamic relaxation as a means of form finding. An overview of dynamic relaxation, isogeometric analysis and membrane kinematics is given in order to perform the investigation.

2. Dynamic relaxation

Dynamic relaxation was first suggested by Day [2] and further adopted to form finding of lightweight and large span structures by Barnes [27,28]. For a thorough discussion on dynamic relaxation see [29] and [30]. The method is suitable for parallelization and has shown good performance on graphics processing units (GPUs) [31]. The study will investigate dynamic relaxation with both critical damping and with kinetic damping. A description of both damping methods is also given.

2.1. Dynamic relaxation with critical damping

The dynamic relaxation method solves static problems by adding fictitious masses, fictitious damping and by using explicit time integration. The equation of motion (EOM) is given by

\[ M \ddot{u} + C \dot{u} + f^{\text{int}} = f \]  

where \( f^{\text{int}} \) is the column matrix of internal forces obtained from Eq. (24), \( f \) is the column matrix of external forces, \( M \) is the mass matrix, \( C \) is the damping matrix, and \( u \) contains the unknown displacements. Since only the static solution is of interest only \( f \) and \( f^{\text{int}} \) must represent the physical problem, all other parameters can be chosen freely. To obtain the motion in time the EOM is integrated using central differences giving a set of equations to update the velocities and displacements

\[ \dot{u}^{n+1/2} = \frac{(2 - ch)\dot{u}^{n-1/2} + 2hM^{-1}(f - f^{\text{int}})}{(2 + ch)} \]  

where \( M \) must be diagonal to preserve the explicit form of the central difference integrator [30]. \( C \) has the form \( C = cM \), where \( c \) is a damping coefficient for the structure, \( h \) is the time step. In the first iteration, \( t = 0 \) and \( u^0 \) is given, then

\[ u^{0+1/2} = hM^{-1}(f - f^{\text{int}})/2. \]

To ensure numerical stability and optimal convergence rate the diagonal entries of \( M \) are chosen as suggested in [30] by

\[ M_{ii} = \frac{1}{4} h^2 \sum_j |K_{ij}| \]

where \( \hat{h} = 1.1h \) and the elements of the stiffness matrix \( K_{ij} \) are either computed by numerical differentiation of the internal force vector [30] or derived analytically. The damping coefficient \( c \) is set to critically damp the lowest eigenmode

\[ c = 2\omega_{\text{min}} \]
which is estimated by use of Rayleigh’s principle

\[ \omega_{\text{min}}^2 = \frac{u^T Ku}{u^T Mu}. \]  

The dynamic relaxation process is stopped once the norm of the residual is smaller than \( \| f - f^{\text{int}} \|_2 < \epsilon_{\text{err}} \), where \( \| \cdot \|_2 \) is the Euclidean norm. In this paper the error is set to \( \epsilon_{\text{err}} = \| f \|_2 / 10^5 \) for the benchmark studies.

2.2. Kinetic damping

An alternative to viscous damping is to use kinetic damping [27], where the total kinetic energy of the system is traced through the motion in time and once a peak is detected the current velocities are set to zero, see Fig. 1. The EOM for kinetic damping is

\[ Mu + f^{\text{int}} = f \]  

and the set of equations to update the velocities and displacements is simplified

\[ \dot{u}^{n+h/2} = \dot{u}^{n-h/2} + hM^{-1}(f - f^{\text{int}}) \]  

\[ u^{n+h} = u^{n} + h\dot{u}^{n+h/2}. \]  

While kinetic damping typically requires more iterations to converge than the critically damped system, it is cheaper per iteration since it is not necessary to formulate \( K \) or update \( M \). On the other hand it requires a user selection of \( M \). In this paper two different choices of \( M \) have been tried, and are described in Section 4.1.

3. NURBS based isogeometric analysis

3.1. B-splines and NURBS

IGA was presented by Hughes et al. in an extensive report on NURBS based IGA [8]. NURBS are a further generalization of B-splines, non-interpolating, piecewise polynomial curves, but which unlike B-splines have the ability to represent any conical shape exactly.

Given a knot vector \( \Xi = \{ \xi_1, \xi_2, \ldots, \xi_{n+p+1} \} \), where \( \xi_i \in \mathbb{R} \) is the \( i \)th knot (parametric coordinate), \( p \) is the polynomial order (or degree), and \( n \) is the number of basis functions. The B-spline basis functions are constructed recursively using the Cox–de Boor formula starting with piecewise constants (for \( p = 0 \))

\[ N_{i,0}(\xi) = \begin{cases} 1 & \text{if } \xi_i \leq \xi < \xi_{i+1} \\ 0 & \text{otherwise.} \end{cases} \]  

Fig. 1. Example of kinetic damping. The kinetic energy is reset each time a peak is detected.
For \( p = 1, 2, 3, \ldots \), recursively

\[
N_{i,p}(\xi) = \frac{\xi - \xi_i}{\xi_{i+p} - \xi_i} N_{i,p-1}(\xi) + \frac{\xi_{i+p+1} - \xi}{\xi_{i+p+1} - \xi_i} N_{i+1,p-1}(\xi)
\]

for which implementations can be found in [32]. A knot vector is open if its first and last knot values appear \( p + 1 \) times. Basis functions are interpolatory at the ends of open knot vectors \([\xi_1, \xi_{n+p+1}]\) but are in general not interpolatory at interior knots, which distinguishes nodes in finite element analysis and control points in isogeometric analysis.

Using two one-dimensional B-spline basis functions \( N_{i,p}(\xi), M_{j,q}(\eta) \), from the knot vectors \( \Xi = [\xi_1, \xi_2, \ldots, \xi_{n+p+1}] \) and \( H = [\eta_1, \eta_2, \ldots, \eta_{m+q+1}] \), of orders \( p \) and \( q \) and a control point net \( B_{i,j} \) consisting of \( n \times m \) points, a B-spline surface is constructed using the tensor product

\[
S(\xi, \eta) = \sum_{i=1}^{n} \sum_{j=1}^{m} N_{i,p}(\xi) M_{j,q}(\eta) B_{i,j}.
\]

A NURBS surface in \( \mathbb{R}^3 \) is constructed from the projection of a B-spline surface which is in \( \mathbb{R}^4 \). The NURBS surface is expressed using the tensor product

\[
S(\xi, \eta) = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} N_{i,p}(\xi) M_{j,q}(\eta) w_{i,j} B_{i,j}}{\sum_{k=1}^{n} \sum_{l=1}^{m} N_{k,p}(\xi) M_{l,q}(\eta) w_{k,l}}
\]

where the weights \( w_{i,j} \) are stored as the fourth component in the control point net \( B_{i,j}(x_i, y_j, z_i, w_{i,j}) \). Note that if all the weights are equal the NURBS surface reduces down to a B-spline surface. To get a notation which resembles finite element methodology closer the \( i, j \) indices are, adhering to choices in [13], replaced by \( A = n(j - 1) + i \) leading to the bivariate NURBS basis

\[
\tilde{N}_A(\xi, \eta) = \frac{N_{i,p}(\xi) M_{j,q}(\eta) w_{i,j}}{\sum_{k=1}^{n} \sum_{l=1}^{m} N_{k,p}(\xi) M_{l,q}(\eta) w_{k,l}}
\]

and expressing the surface in Eq. (14) as

\[
S = \sum_{A=1}^{nm} \tilde{N}_A B_A.
\]

The tilde is henceforth dropped and the bivariate NURBS basis functions of order \( p \) and \( q \) are from now on simply referred to as \( N_A \).

3.2. Refinement

The tensor product approach for creating NURBS surfaces or solids confines NURBS to structured meshes, deviation from the tensor product approach can be achieved using trimmed NURBS [33,34], or localized refinement (e.g. T-Splines [35–37]), none of which is considered in this paper. In [38] trimmed boundary representation (B-rep) CAD models are used for IGA and applied to Kirchhoff–Love shells. The approach seems promising and could be applied for form finding with complex initial geometries. However, there are many ways for enriching the NURBS basis without changing the geometry or its parametrization [8]. The mesh can be refined into smaller elements by insertion of new knots (h-refinement). Inserting a duplicate knot reduces the continuity for the bordering elements. Knot insertion thus allows both for control of element size and continuity. The degree of the basis can be increased through order elevation (p-refinement). During order elevation the multiplicity of each knot is raised by one, keeping the same continuity before and after the order elevation.

A third type of refinement (k-refinement) exists, where both the order and continuity are increased. This is done by first applying order elevation and afterwards inserting new knots. As previously stated the refinements do not change the geometry or parametrization.
3.3. NURBS based IGA membrane element

The dynamic relaxation method is here used with isogeometric membrane elements. If bending is neglected the form found shapes will be in equilibrium with the external loads using only membrane stresses. Hence the primary load carrying of the load applied for the form finding will be with membrane action only.

Membrane kinematics and virtual work. The membrane element is derived following standard procedure, assuming the membrane to be infinitely thin we get [39]

$$ X = R, \quad x = r, \quad r = R + u $$

where $X$ is the position vector in a three dimensional body, $R$ is the mid-surface vector, both in the reference configuration, and $x, r$ are the corresponding vectors in the current configuration, see Fig. 2. The displacement vector $u$ relates the reference and current mid-surface vectors. The assumption results in that the Green–Lagrange strains $E_{\alpha\beta}$ are equal to the membrane strains $\epsilon_{\alpha\beta}$

$$ E_{\alpha\beta} = \frac{1}{2}(a_{\alpha\beta} - A_{\alpha\beta}) = \epsilon_{\alpha\beta} $$

which are expressed in curvilinear coordinates where the Greek indices range from one to two and Latin from one to three throughout this article. Repeated follow the summation convention. $A_{\alpha\beta}$, and $a_{\alpha\beta}$ are the covariant components of first fundamental form of the surface in reference and current configurations. It is further implied that the transverse strains are zero

$$ E_{3i} = E_{i3} = 0. $$

From the equations of virtual work [40] we get the part of the external forces as

$$ \delta \Pi^{\text{ext}} = \int_{\Omega^0} t b^i \delta u_i d \Omega^0 $$

where $t$ is the membrane thickness, $b^i$ is the body load, $\delta u_i$ are the virtual displacements and $\Omega^0$ is the domain of the membrane mid surface in the reference configuration. The virtual work of the internal forces is expressed in terms of the stress resultant tensor and the membrane strains

$$ \delta \Pi^{\text{int}} = - \int_{\Omega^0} n : \delta \epsilon d \Omega^0 $$

where the stress resultant tensor using an isotropic linear elastic constitutive relation can be described as [21]

$$ n^{\alpha\beta} = \frac{E t}{1 - \nu^2} \delta_{\alpha\gamma} \gamma_{\beta \delta} \epsilon_{\gamma \delta} $$
where
\[
\tilde{C}_{\alpha\beta\gamma\delta}^{0} = \nu A_{\alpha\beta} A_{\gamma\delta} + \frac{1}{2}(1 - \nu)(A_{\alpha\gamma} A_{\beta\delta} + A_{\alpha\delta} A_{\beta\gamma})
\]
(23)
in which \( E \) is Young’s modulus and \( \nu \) is Poisson’s ratio.

For equilibrium we require that
\[
\delta \Pi^{\text{ext}} + \delta \Pi^{\text{int}} = 0.
\]
(24)

which in the paper is fulfilled using the dynamic relaxation method together with isogeometric membrane elements. A standard solution procedure by use of for instance Newton–Raphson iterations is difficult since stiffness matrices generated from membrane elements are not guaranteed to be invertible. The use of the dynamic relaxation method avoids this problem.

For further details see [9], where a Kirchhoff–Love shell element is formulated in NURBS based IGA. By neglecting the bending parts in that formulation one arrives at the equations given here.

**Approximation.** The approximation is performed using the isogeometric approach where the displacement field is approximated using the same basis functions as the geometry definition. Starting with the mid-surface
\[
R_h = \sum_{A=1}^{nm} N_A B_A
\]
(25)
where \( N_A \) is the \( A \)th basis function associated with the \( A \)th control point \( B_A \). The displacements are discretized using the same basis
\[
u_h = \sum_{A=1}^{nm} N_A u_A
\]
(26)
where \( u_A \) is the \( A \)th displacement vector. The covariant basis vectors are found by differentiating the surface with respect to the curvilinear coordinates
\[
A'^a_n = R_{h,a} = \sum_{A=1}^{nm} N_{A,a} B_A
\]
(27)
where \( \cdot, a \) denotes differentiation with respect to the curvilinear coordinates, e.g.
\[
N_{A,a} = \frac{\partial N_A(\xi, \eta)}{\partial \xi^a}, \quad \xi^1 = \xi, \, \xi^2 = \eta, \, \alpha = 1, 2
\]
(28)
proceeding in a similar fashion we arrive at the membrane strains as well as the external and internal virtual work. In practice the local support of the NURBS basis is used and implementation is done on element level and necessary integrations are performed numerically.

4. **Benchmarking and examples**

4.1. **Benchmark examples**

In the benchmark studies isogeometric membrane elements are used together with the dynamic relaxation method for finding shapes which are in equilibrium with the external applied load, and as bending is omitted by definition the resulting shapes carry the loads using membrane action.

Three initial shapes are used for the benchmarks, one rectangular NURBS surface, and two triangular created by either placing two control points at the same location (collapsing edge), or by placing one control point in-line with each other (co-linear edges), see Fig. 3. K-refinement (by performing order elevation to a given degree \( p \), and then inserting new knots with multiplicity one, getting \( C^{p-1} \) continuity) is applied and the number of iterations required to converge is studied with critical damping and with kinetic damping, see Fig. 4. The material properties are taken as \( t = 0.05 \) m, \( E = 17 \) GPa, \( \nu = 0.3 \), and a pressure load of \( 4.05 \cdot 10^7 \) N/m\(^2\) is applied to the initial configuration.
For the kinetic damping two different choices for the mass matrix have been applied. The first choice is by taking the mass matrix as \( \mathbf{M} = \mathbf{I} \rho \), where \( \mathbf{I} \) is the identity matrix (of right size) and \( \rho \) is either \( 2.1e9 \) kg, \( 32 \cdot 2.1e9 \) kg or \( 128 \cdot 2.1e9 \) kg for the square, triangular (collapsed edge) and triangular (co-linear edges) respectively. The values were found through trial and error, being the smallest possible without causing any instability. The second choice of mass matrix for the kinetic damping was based on the initial stiffness matrix \( \mathbf{K}_0 \), where similarly to Eq. (5) we have

\[
\tilde{\mathbf{M}}_{ii} = \frac{1}{4} h^2 \sum_j |K_{ij}|
\]

(29)

where now \( K_{ij} \) are the elements of \( \mathbf{K}_0 \). The geometric stiffness was accounted for by summing the three degrees of freedom related to a control point and multiplying by four

\[
\mathbf{M}_{ij} = 4(\tilde{\mathbf{M}}_{ii} + \tilde{\mathbf{M}}_{i+1i} + \tilde{\mathbf{M}}_{i+2i}): \quad M_{ii+1} = M_{ii}; \quad M_{i+2i} = M_{ii}; \quad i = 1, 4, 7, \ldots, n_{\text{dof}} - 2
\]

(30)

where \( n_{\text{dof}} \) is the number of degrees of freedom.

Since the membrane elements only provide in plane stiffness, Eq. (5) needs to be modified to avoid numerical issues due to diagonal entries being close to zero. In the paper any diagonal entry \( M_i \), which is smaller than \( \max(\mathbf{M})/3 \) is set to \( \max(\mathbf{M})/3 \).

The basis functions for the membrane elements need to be in the Hilbert space \( H^1 \), which is true for the rectangular shape, and the triangular shape created with the co-linear edges. This is, however, not the case for the triangular shape with control points that share the same physical coordinates (collapsed edge). This was remedied by taking the sum of the basis functions with a common control point [41].

**4.2. Hausdorff distance**

To determine the error in shape between different form found surfaces the Hausdorff distance is used [42]. The Hausdorff distance measures the maximum of the largest distance for any point on one surface to the closest point on a reference surface. The Hausdorff distance has to be calculated twice by letting each surface be the reference surface since the two distances are in general not equal. The Hausdorff distance \( d_H(S, S') \) between two surfaces \( S \) and \( S' \) is
defined as
\[
   d_H(S, S') = \max \left\{ \max_{p \in S} \min_{p' \in S'} d(p, p'), \max_{p' \in S'} \min_{p \in S} d(p, p') \right\}
\]

where \( p \) and \( p' \) are points on \( S \) and \( S' \), and \( d(p, p') = \| p - p' \|_2 \).

A mean distance \( d_m \) can be defined in a similar way
\[
   d_m(S, S') = \frac{1}{|S|} \int_{S} \min_{\tilde{p} \in S'} \| p - \tilde{p} \|_2 \, dS
\]

where \(|S|\) is the area of \( S \). The mean distance is not symmetric, i.e. \( d_m(S, S') \neq d_m(S', S) \). Whenever the mean distance is used \( S' \) represents the surface with the finest discretization (unless otherwise stated, i.e. \( p5h16 \), where \( p5 \) means that the degree is 5 and \( h16 \) means that there are 16 elements along one side of the geometry, that is 256 elements in total), and \( S \) being the surface that is compared.

4.3. Strain energy

The form finding procedure minimizes the bending part of the strain energy in the structure for the applied load. It is, however, not possible to reach zero bending strain energy since it depends on the discretization (and degree of the basis functions). The bending part of the strain energy is thus used as a metric to compare the results of the numerical studies. The strain energy is calculated as
\[
   U = \frac{1}{2} u^T K u
\]

where \( u \) is the displacement vector of the structure and the stiffness \( K \) is calculated using linear isogeometric Kirchhoff–Love elements [9]. The strain energy can be split into a bending \( U_b \), and a membrane part \( U_m \), where the bending part is calculated as [21]
\[
   U_b = \frac{1}{2} \int_{\Omega} \frac{E t^3}{12(1 - \nu^2)} \kappa_{\alpha\beta} C_{0\alpha\beta\gamma\delta} \kappa_{\gamma\delta} \, d\Omega
\]

where \( \kappa_{\alpha\beta} \) are the bending strains. The strain energy is calculated on a further refined structure by insertion of new knots. The refined models have \( 48 \times 48 \) elements. The same load that was used for the form finding was applied to get the displacements of the refined discretization.

The strain energy was only calculated for triangular shape with co-linear edges since several basis functions for the triangular shape with the collapsed edge are not in \( H^2 \) [43].

4.4. Numerical studies

Rectangular initial shape. In Fig. 5 (Left column) the number of iterations required for the square shape to converge using either critical or kinetic damping is shown. For most cases the critically damped model converges on fewer iterations than the model with kinetic damping. For meshes with polynomial degree \( p = 5 \) there were convergence problems compared to the ones with lower degrees, and are excluded from Fig. 5. The bottom left subfigure (rectangular shape, constant mass) of Fig. 5 with \( p = 5 \) included is shown in Fig. 6. In Fig. 4 the results from models with quadratic and quartic basis functions, divided into 2, 4, 8, or 16 elements per side are shown. Visually it is only possible to notice differences between the most coarse meshes (to the left in the figures) and the ones with finer mesh.

In Fig. 7 (Left) the Hausdorff and mean distances from all the tested rectangular models to the finest rectangular model (\( p5h16 \)) are shown. The coarsest model (\( p2h2 \)) has a Hausdorff distance of over 1m, and is visually very different from the finer models, as shown in Fig. 4, top left image. The mean distances for all except the coarsest mesh (\( p2h2 \)) are close to or less than 0.1m. In Fig. 8 (Left) the bending and strain energy for each model with the rectangular initial shape is shown. The bending part of the strain energy is small only for solutions with a fine mesh.
Fig. 5. Number of iterations to converge vs. number of elements per side. (Left column) Rectangular shape. (Middle column) Triangular shape with collapsed edge. (Right column) Triangular with co-linear edges. (Top to bottom) Critically damped, kinetic damping with constant mass matrix, kinetic damping with mass matrix from initial stiffness.

Fig. 6. Bottom left subplot of Fig. 5 with degree 5 mesh results included. The number of iterations required for convergence with degree 5 mesh is much larger.

Triangular initial shapes. Fig. 5 (Middle column) shows the number of iterations required for the initial form with collapsed edge to converge using critical or kinetic damping. Identical refinements have been applied as was made for the square shape. The model with quartic basis functions and 16 elements per side (p4h16) with kinetic damping and mass matrix from initial stiffness failed to converge, seen in the bottom right subfigure of Fig. 5. In Fig. 5 (Right column) the number of iterations to converge for the triangular shape with co-linear edges is found. Fig. 7 (Right)
Fig. 7. Hausdorff and mean distances. (Left column) Rectangular shape. (Middle column) Triangular shape with collapsed edge. (Right column) Triangular with co-linear edges. All meshes are compared to the finest one (p5h24) with 24 × 24 elements and quintic basis.

Fig. 8. Percentage of bending and membrane strain energy for (Left) Rectangular shape. (Right) Triangular with co-linear edges.

Fig. 9. Triangular shape with membrane finite elements, with 2, 4, 8, and 16 elements per side.

shows the Hausdorff and mean distances for the triangular shape (co-linear edges) compared to the finest model (p5h16). The Hausdorff distances are more than 0.5 m for some coarse discretizations. The mean distance is below 0.2 m for all except (p2h2). Fig. 8 (Right) shows the bending and strain energy for each model with the triangular (co-linear edges) initial shape. This is in agreement with the rectangular shape. The bending part of the strain energy is small only for solutions with many elements.

Fig. 7 (Middle) shows the Hausdorff and mean distances for the triangular shape (collapsed edges).

In order to compare the performance of the dynamic relaxation method with isogeometric elements, the form-finding was also performed on the triangular shape with triangular membrane finite elements [44]. The Hausdorff distance for the solutions with FE was calculated with the finest triangular IGA shape (p5h16) as reference. Discretizations of 2, 4, 8, 16, 32 and 64 elements per side were studied, see Fig. 9. The mean distance falls below 0.2 m only for discretizations with 32 side elements or more, see Fig. 11.

The number of iterations to converge for triangular shape with finite elements is shown in Fig. 10.

5. Conclusions and further work

The rectangular shape IGA elements with quadratic basis functions converge at about the same number of iterations to converge as the triangular shape with triangular finite elements. The number of iterations to converge is much larger...
for the triangular shapes with isogeometric elements, where the mesh in the physical space no longer has a uniform size, the effect is greatest for the triangular discretizations with co-linear edges where the elements are the smallest. By applying some type of local refinement, e.g. T-Splines or trimmed NURBS, it would be possible to generate meshes of more uniform size for triangular, and other kinds of shapes.

Increasing the degree of the basis functions requires a larger number of iterations to converge. Since the numerical quadrature requires more integration points for a higher degree of the basis it requires longer computational time per iteration. Most of the time in the dynamic relaxation loop is spent evaluating stresses at integration points and as such it is good to keep the degree of the basis low. Increasing the degree of the basis to quintic leads to convergence difficulties.

The distance measures where the mean distance was below 0.2 m for all discretizations except the coarsest, which indicates that exploiting higher order NURBS basis functions allows for form-finding with very few elements, making the method attractive for form finding in the design stages. In such situations a coarse mesh can be used for design experiments and, then later can be refined to determine a form-found shape that is more optimal in terms of strain energy. Using the regular finite elements for design experiments would require a finer mesh, Fig. 7 shows that it is not until 32 by 32 finite elements are used that the mean distance falls below 0.2 m.

The use of NURBS based isogeometric elements simplifies verification studies, since it is straightforward to further discretize the form found shape into smaller elements and to evaluate the structure using IGA Kirchhoff–Love shells to check for a near membrane state of stress.

The use of membrane elements for form finding can lead to wrinkling of the surfaces when fine meshes are used due to compressive stresses and a lack of bending stiffness. Some of the benchmarking geometries used in the paper
show wrinkling for fine meshes of $64 \times 64$ elements or finer. This has not been further studied in the paper, since the problem is not specifically related to the use of isogeometric elements.

Mass matrix selection for dynamic relaxation with kinetic damping should be investigated further. In this study it was set through trial and error and selected in a way which allowed for the finest mesh to converge. For the coarser meshes smaller values in the mass matrix may result in fewer iterations for the procedure to converge. It is possible to use a critically damped structure as described here, but it is much more costly per iteration since it requires the evaluation of a tangent stiffness matrix, which in a sense loses the advantages of the explicit method, both in terms of efficiency and simplicity. A promising approach is to use kinetic damping and update the mass matrix after a stability criteria [30], or after every $n$ iterations based on the tangent stiffness. It removed convergence difficulties seen in the bottom right subfigure of Fig. 5, where the mass matrix was updated every 100th iteration.

Further, the integration of CAE into CAD allows for continuous evaluation of the form found structures within a design context. It is possible to keep working with the geometry after the form finding and adding architectural details and to use the models for other types of studies, such as, daylight, energy, and evaluation within an architectural context, and to use the model for rendering/visualization. The integration also allows for the initial shapes to be much easier to model and modify in CAD than in most CAE software.
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Abstract
In this paper, the use of NURBS based isogeometric analysis for form finding and further design of form found structures is presented. The form finding is performed with non-linear isogoemetric membrane elements together with dynamic relaxation [1]. The method has previously been tested on simple geometries in a computational environment, and is here further integrated in a Computer Aided Design program, Rhinoceros 3D where the method is evaluated for complex geometries in a design scenario. The form found shape is further studied and it is shown how the membrane and bending utilization can be plotted on the shape by making refinements to the mesh without affecting the geometry. Finally the form finding is employed on some complex geometries to show the possibilities of using coarse NURBS meshes for form finding.
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1. Introduction
The load carrying capacity of shells and other form-active structures is provided by the shape of the structures. In order to find an efficient form of such structures several methods exist such as, dynamic relaxation [2], the force density method [11], or more recent ones such as thrust network analysis [4] and particle spring systems [7]. One drawback of many existing methods is that it is necessary to discretize the initial geometry into structural elements in order to perform the form finding. During design stages this is sometimes unfavourable, because after the discretization it is difficult to convert back to the initial geometry type, and the design process may require many iterations of form finding and evaluation (going between different geometry types) before a desired shape is generated. By employing isogeometric analysis using Non-Uniform Rational B-Splines (NURBS) the conversion between geometry types can be avoided and an integration of design and analysis can be achieved, where all computations are performed using the design geometry, or at the very least an analysis...
model which is automatically created from the design geometry. A further advantage of form finding with isogeometric membrane elements is that no re-meshing is required for the structural analysis as the form found geometry can simply be reused with a shell element formulation for the subsequent analyses.

The paper describes a design process where isogeometric membrane elements with dynamic relaxation is used as a form finding method for shapes with minimal bending. Some advantages and drawbacks of the method are discussed. To test the integration of design and analysis the method is implemented in a Rhinoceros 5 plug-in.

2. Form finding with dynamic relaxation
A form finding process with isogeometric membrane elements has been implemented. It has been previously shown that the form finding can be performed with few elements [1], and makes the method suitable for design exploration. However, for the form finding to result in a good shape in terms of mechanical performance a discretization with smaller elements needs to be used. To find the static equilibrium of the membrane elements and the applied load dynamic relaxation is used [5]. The dynamic relaxation method solves static problems by simulating a dynamic problem with fictitious masses and fictitious damping. An advantage of the dynamic relaxation method is that it is an explicit method where only the internal forces need to be computed, there is no need to calculate the stiffness matrix, thus it is a vectorised method which is efficient and well suited for parallelization. For more information on the dynamic relaxation implementation with isogeometric membrane elements see [1], where different choices of mass matrix and damping were tried out in order to find appropriate choices.

3. NURBS based Isogeometric Analysis
To explain the advantages of NURBS based form finding and analysis of shell structures a brief introduction to NURBS and isogeometric analysis is given. NURBS are used by many practicing designers, for instance in the software Rhinoceros 5 [9]. The mathematical properties of NURBS surfaces make them suitable for representing curved geometries such as shells and membranes with very few control points.

NURBS are a generalization of B-splines, non-interpolating, piecewise polynomial curves, with the ability to represent any conical shapes such as circles exactly. A B-spline curve \( C(\xi) \) is defined by its polynomial degree \( p \), a knot vector \( \Xi = \{ \xi_1, \xi_2, ..., \xi_{n+p+1} \} \), and a set of \( n \) control points \( \mathbf{B}_i = (x_i, y_i, z_i) \). The knot vector contains non-decreasing values and divides the parametric space into intervals known as knot spans, the first and last values in the knot vector are repeated \( p + 1 \) times. If an internal knot is repeated \( r \) times it is said to have a multiplicity of \( r \), and the continuity of the basis functions at a repeated knot is \( C^{p-r} \). Each control point has an associated basis function which is non-zero in \( p + 1 \) knot spans, which is known as local support. The local support of the NURBS basis, where a change at some part of the geometry only has a local effect, makes them highly intuitive and predictable. The curve is computed by a summation of the basis functions multiplied by the control points

\[
C(\xi) = \sum_{i=1}^{n} N_{i,p}(\xi) \mathbf{B}_i
\]  
(1)
where the i:th basis function $N_{i,p}$ is constructed recursively, for the formulas see Piegl et al. [10]. The basis functions are only interpolatory at the ends of the knot vector, and at knots with multiplicity $r = p$, leading to $C^0$ continuity. The number of knots does not coincide with the number of control points or basis functions.

A B-spline surface is defined using the tensor product approach, where another set of basis functions $M_{i,q} (\eta)$ of degree $q$, with the knot vector $H = \{ \eta_1, \eta_2, ..., \eta_{m+q+1} \}$, with $m$ control points in the second direction and the control point net $B_{i,j}$ is used

$$ S(\xi, \eta) = \sum_{i=1}^{n} \sum_{j=1}^{m} N_{i,p}(\xi) M_{j,q}(\eta) B_{i,j}. $$

(2)

To extend the B-spline surface to a NURBS surface each control point is extended with a weight, $B_{i,j} = (x_{i,j}, y_{i,j}, z_{i,j}, w_{i,j})$ and we get the NURBS surface

$$ S(\xi, \eta) = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} N_{i,p}(\xi) M_{j,q}(\eta) w_{i,j} B_{i,j}}{\sum_{i=1}^{n} \sum_{j=1}^{m} N_{i,p}(\xi) M_{j,q}(\eta) w_{i,j}}. $$

(3)

Geometrically this can be explained that a NURBS surface in $R^3$ is a projection of B-Spline surface in $R^4$. If all weights are equal the NURBS surface is reduced to a B-Spline surface. In NURBS based isogeometric analysis (IGA) the basis functions chosen to represent the geometry are also used to approximate the unknown solution fields, for instance, the unknown displacements. For more information on IGA see the extensive report by Hughes et al. [5] on NURBS based IGA.

An attractive property of B-Splines for design and analysis is that the represented geometry is invariant during refinements and is represented exactly irrespective of the mesh being coarse or refined. There are three types of refinements possible for B-Splines/NURBS based IGA. The first is the same as for finite elements, namely making the elements smaller (h-refinement), which is done by performing so called knot insertion, whereby new knot values are inserted into the knot vector without affecting the geometry. The elements in NURBS based IGA are defined by the knot spans, and thus by introducing new knots one also introduces new elements. As for finite elements it is possible to increase the degree the basis functions (p-refinement). A new type of refinement is possible with B-splines/NURBS where if the degree is first raised and then the elements made smaller (k-refinement) it is possible to get basis functions with continuous derivatives across element borders. The refinement possibilities make NURBS suitable for form finding where a coarse mesh can be used initially to explore shapes in near real time and a finer one can be used afterward to get a better approximation.

The tensor product nature of NURBS surfaces, seen in Eq. (3), constrains standard isogeometric analysis with NURBS to 4-sided surfaces. Possible ways of getting around this is by use of T-Splines [3], or trimmed NURBS [8], but is out of the scope of this paper.

A NURBS based isogeometric Kirchhoff-Love shell element was first presented by Kiendl et al. [6]. It is used in this paper, and the membrane elements in the paper are formulated by neglecting the bending stiffness of the shell elements. A small deformations version of the shell element is used after the form finding in a static analysis to compute displacements, stresses and strain energies.
4. Design process
The ability to perform form finding with very few elements is favourable in design situations as it allows the designer to quickly explore alternative shapes. Figure 1 illustrates some of the advantages of a design process with isogeometric elements. It is split into three parts, an exploration of different form found shapes, followed by a final accurate form finding, and after that a verification part with further studies.

In the form finding exploration the first step is to define an initial shape, boundary conditions, material parameters and applied loads (typically the self-weight). Once this is done the form found shape is computed with a coarse mesh. An evaluation of the shape follows, where the shape is evaluated in terms of architectural and engineering criteria, such as structural performance, daylight, acoustics, limitations on the shape (height, span), and so on. To fulfil the criteria it is often necessary to change initial parameters such as the initial geometry, boundary conditions, loads before the form finding process is iterated. Using a coarse mesh allows for quick exploration of different shapes which geometrically are often similar to the same shapes that have been form found with a finer discretization [1]. Figure 1 a) shows a few design explorations of a simple geometry with a uniformly distributed load. Variations of the boundary conditions and geometry generates different shapes, all approximated with a coarse mesh.

Once the form found shape fulfils necessary design and engineering criteria, it can be further refined and ran through the form finding process once again, in order to obtain a more optimal shape. As shown in Figure 1 b) there is visually very little difference between the coarse and fine meshes used for the form finding, however, the difference can be large in terms of mechanical performance. This second form finding can be done using the same initial geometry, or from the results of the form finding with the coarse mesh can be used as the initial shape for the finer mesh in order to save computation time.

The form finding procedure reduces the bending part of the strain energy in the structure for the applied load. How well the bending strain energy is reduced depends on the discretization, i.e. how small the elements are and the degree of their basis functions. To compute the bending strain energy after the form finding it is necessary to first perform a further discretization to smaller elements, this is a straightforward procedure with NURBS based IGA since the geometry is always exactly represented. Doing the same refinement with finite elements which only approximate a geometry and often make use of flat elements would be very difficult and time consuming. Figure 1 c) shows the displacements (left) and percentage bending strain energy (right) in the chosen structure. A form finding with an even finer mesh would further reduce the bending strain energy.

A near optimal shape shows very little bending strain energy in a plot like the one shown in Figure 1 c). A shape that is modified from its optimal form may show high bending strain energy in the plot, this also provides information about the amount of material that is needed at different parts in the structure.

Implementing the form finding process with isogeometric elements in a Computer Aided Design software (CAD) can help with this design process and has several other benefits listed in the next section.
Figure 1: Design process with a) a form finding exploration step, b) a final form finding with a finer mesh, and c) further studies on a linear elastic model with a refined mesh after the form finding has been performed. The NURBS based geometry makes it straightforward to make further refinements without changing the geometry as necessary.
5. Integration of design and analysis, and modelling aspects

A Rhinoceros 3D V.5 [9] plugin by the authors and an ongoing master’s thesis project is in development to integrate isogeometric form finding in a design software. The tool is currently at the very early stages. The interface consists of a tabbed docking panel where initial geometries, materials, and boundary conditions can be set up, and where the form finding can be performed.

The form finding can be performed with multiple patches which are connected. The limitations at the moment are that the edges of bordering patches have to have compatible discretizations, meaning that they need to have identical curves on the edges which border each other. In this way each patch is treated as a “super” element. By modelling the coarsest possible geometry the refinements to smaller elements can be handled by the plugin. The limitations must be kept in mind while modelling the initial geometry, if for instance modelling a hole it must be modelled following “patch” modelling techniques. Implementing T-Splines or trimmed NURBS for the form finding could simplify the creation of suitable models for the form finding. Using a CAD environment simplifies the modelling of the initial geometry compared finite element software. The form finding process typically requires several iterations to fulfil both architectural design and engineering criteria’s, this requires modifications to the initial geometry and is simple to do in a CAD software, where unlike FE-software an iterative workflow is important.

Integrating the process into Rhinoceros simplifies several parts which are often included in the design process. The form finding can be performed within the architectural context, and thus simplifies considerations related to the surrounding buildings, such as shading and reflections, etc. Having the form found shapes in the design software and having them be the complete curved geometry description can make it easy to do architectural renderings to present to clients, further detailing can be performed after the form finding since the geometry is still NURBS. Another advantage of CAD tools is that they often include geometry diagnostics tools, such as curvature and edge analysis.
6. Design examples

In this section some examples are included to show the method applied to more complex geometries. Figure 3 shows the form finding of connected circular shapes, with the introduction of some openings. Figure 4 shows a free form shape with holes. The geometry consist of 9 patches where all the connecting boundaries are matching.

Figure 3: Connected circular forms with openings.

Figure 4: Free form shape with holes
7. Conclusions
The use of isogeometric membrane elements for form finding of structures with minimal bending has been presented. The form finding can be performed with few elements, and as such can be used in an interactive fashion. An advantage over other methods is that it is straightforward to do further discretisation after the form finding in order to perform other studies. A plugin for Rhinoceros 3D which is in the very early stages has been described. The tool allows for form finding within context and simplifies modelling of the initial geometries, however, using standard NURBS based IGA sets limitations on how to model the geometry in CAD software. Further work could include implementation of IGA with trimmed NURBS, or T-Splines.
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1. Introduction

Graphic statics is a graphical method to compute the forces
within a 2D axially loaded static structure. As forces are repre-
sented graphically by using vectors, no numerical analysis is re-
quired to calculate the magnitude of the forces. The use of graphic
statics grew from the 19th and 20th centuries but lost popularity
due to the emergence of computational analysis methods. How-
ever, being an intuitive method of visualizing form and forces,
graphic statics has recently seen an increase in popularity.

Maxwell established that for axially loaded structures, the
nodes and polygons in the form diagram have reciprocal polygons
and nodes in the force diagram. The form diagram represents
the structure, and the force diagram represents the static equilib-
rium [1] for that structure. Maxwell’s reciprocal diagrams were ex-
tended by Cremona [2], which provided a base for graphic statics.
However, the first comprehensive presentation of graphic statics
was by Culmann [3]. The method has historically been used to de-
sign structures by, for instance, Maurice Koechlin (co-designer of
the Eiffel Tower) and Robert Maillart [4]. The reciprocity between
the form and force diagrams can provide the designer with insight
into the force distribution within a structure, and aid the intuitive
understanding of the relationship between form and forces.

In recent literature it has been applied to the design of structural
masonry [5–7] and structural optimization [8]. Methods for using
graphic statics for the design of post-tensioned funiculars has been
presented in [9]. The relationship between graphic statics and the
discrete Airy stress function have been the topic of [6,7,10]. The
relationships are generalized to discontinuous Airy stress func-
tions in [11], enabling the analysis of two-dimensional frames
with bending moments. Extensions of graphic statics to three-
dimensional structures are presented in [12–14]. Graphic statics
has been combined with shape grammars in [15] for rapid gener-
ation of diverse structures in equilibrium. In [16,17] a constraints-
based approach to graphic statics is presented, where geometric
constraints are employed to enforce the conditions between the
form and force diagrams.

Digital implementations of graphic statics have leveraged the
graphical nature of the method into interactive applications that
enable real-time feedback of the relationship between form and
forces [18–20].

1.1. Problem statement

Several computer tools that make use of graphic statics have
been developed [18–20]. However, until recently most of the tools
and literature have only presented digital versions of graphic stat-
ics for some specific pre-defined structures. A general algebraic
version of graphic statics using a graph theoretic approach is pre-
sented by Van Mele and Block in [21] that given a form diagram
is able to generate a force diagram directly. A graph theoretic
approach for self-stressed networks is also presented in [22]. The
equilibrium of the structural systems in [21] are investigated using
the states of self-stress of an equivalent unloaded network, making
use of [23]. The algebraic approach of the graphic statics frame-
work presented in [21] is well suited for computer implementation
as a back end for a Computer Aided Design (CAD) software.

The ability to make changes in a general force diagram and
subsequently compute a reciprocal form diagram has not been
presented. The extension could be done in several different ways,
and two of those are to formulate the extension as a constrained optimization problem (suggested in [21]), or to find the roots of a set of non-linear equations. The challenges with the former are constructing an objective function and avoiding local minima, and the risks of the latter are the method might fail to find solutions.

In this paper we present an approach based on the root finding for a set of non-linear equations, which we solve using Newton’s method.

1.2. Objective

The objective of this paper is to extend the framework presented in [21] to a bi-directional approach. Given a change in the force diagram, our objective is to compute and present the updated form diagram, see Fig. 1, and to present how this can be implemented as a computational tool to enable manipulations in both the form diagram and the force diagram, with continuous interactive updates of the reciprocal diagrams. Further, we present the benefits and applications of our approach using examples.

1.3. Outline

Section 2 reviews algebraic graphic statics and presents a method to compute the form diagram from a given force diagram. It is formulated as a root finding procedure for a set of non-linear equations, and the required derivatives for Newton’s method are presented.

Section 3 presents implementation aspects of the method and presents how the implementation can be used as a back-end for a design application. A general overview of the implementation and the requirement of further geometric constraints are presented. An approach on how to identify appropriate constraints by making use of the null space is presented. Further, vertex perturbations and line searches are introduced to improve the robustness of the solver.

Section 4 demonstrates the method in a set of examples. The examples increase in complexity, and are presented in the following order: a simple truss, a practical arch example with constraints, a form finding arch example, a study of the null space of an arch, a truss with constant force in the chords, and finally an externally post-tensioned funicular geometry.

2. Theoretical framework

This section starts with a brief review of graphic statics and the algebraic method which is presented in [21]. The section then continues with the extension of the method to enable manipulation of the force diagram, and to compute the equivalent form diagram by solving a set of non-linear equations using Newton’s method.

2.1. Graphic statics

Fig. 1 presents a simple graphic statics example, with the structure, applied loads, and support forces to the left and the left reciprocal force diagram to the right. The equivalent structural mechanics diagram of the form diagram is shown in the top left of the figure. Equilibrium of forces in each internal point in the form diagram (points B, C, D in Fig. 1) is represented by closed polygons in the force diagram. The lengths of the edges in the force diagram are proportional to the magnitude of the forces in the corresponding edges in the form diagram. The interpretation of tension and compression can be done by making use of Bow’s notation [24].

2.2. Reciprocal graphs

The diagrams in Fig. 1 are represented as directed graphs. The diagrams are projections of dual polyhedra, where the rules of 3D projective geometry apply [10]. Vertices in the form diagram map to faces in the force diagram and faces in the form diagram map to vertices in the force diagram. Edges map to edges, and in the convention adopted here, remain parallel (another option is for edges to map to perpendicular edges).

In Fig. 1 the form diagram \( G \) is shown to the left, and the force diagram \( G^* \) is to the right. In graph theory these are referred to as the primal, and dual graphs, respectively. The connectivity matrix \( C \) of graph \( G \) and incidence matrix \( C^* \) of the reciprocal graph \( G^* \) are constructed as described in [21], and are also briefly presented here. The connectivity matrix is

\[
C_i = \begin{cases}
  +1, & \text{if vertex } i \text{ is the head of edge } j \\
  -1, & \text{if vertex } i \text{ is the tail of edge } j \\
  0, & \text{otherwise}
\end{cases}
\]  

(1)

and the rows of the incidence matrix are constructed from the form graph by cycling through its faces in a counter-clockwise direction. The \( i \)th row of \( C^* \), corresponding to the \( i \)th face of \( G \) is

\[
C^*_{ij} = \begin{cases}
  +1, & \text{if edge } i \text{ is traversed in the same direction as its orientation } j \\
  -1, & \text{if in the opposite direction otherwise.}
\end{cases}
\]  

(2)

The size of \( C \) is \( [v \times e] \), and the size of \( C^* \) is \( [v^* \times e] \). Here, \( e \) is the total number of edges, \( v \) is the number of vertices in the form diagram and \( v^* \) is the number of vertices in the force diagram. The number of faces \( f \) in the form diagram \( G \) is equal to the number of vertices \( v^* \) in the force diagram \( C^* \), and the opposite holds true since \( v = f^* \).
2.3. Computing the force diagram

This subsection describes the method for computing a force diagram from a form diagram, for further details, see [21]. The column matrices containing the respective coordinates of the dual and the primal graphs are

\[
\mathbf{X}^* = \begin{bmatrix} x^* \\ y^* \end{bmatrix}, \quad \mathbf{X} = \begin{bmatrix} x \\ y \end{bmatrix}
\]

(3)

These are of size \([2n^* \times 1]\) and \([2n \times 1]\), respectively.

Given a form graph, the related force graph can be computed from \(\mathbf{X}^* = \mathbf{X}^*(\mathbf{X}, \mathbf{q}_u)\), which is written explicitly

\[
\mathbf{X}^* = \begin{bmatrix} \mathbf{L}^{-1}\mathbf{C}\mathbf{Q}u \\ \mathbf{L}^{-1}\mathbf{C}\mathbf{Q}v \end{bmatrix}
\]

(4)

where \(\mathbf{Q} = \mathbf{Q}(\mathbf{x}, \mathbf{y})\) is a diagonal matrix containing force densities \([25]\), \(\mathbf{Q}_u\) is the force density of edge \(i\), \(\mathbf{L}^*\) is the Laplacian matrix of the force graph, \(\mathbf{L}^* = \mathbf{C} \mathbf{C}^T\). The coordinate difference vectors of the form diagram are \(\mathbf{u} = \mathbf{C}^T \mathbf{y}\) and \(\mathbf{v} = \mathbf{C}^T \mathbf{x}\). The coordinates for one vertex in the force diagram in Eq. (4) must be chosen in order to obtain a unique solution, [21]. To obtain a unique solution it is further required to prescribe a set of force densities, \(\mathbf{q}_d\), for details see [21]. It is evident that \(\mathbf{X}^*\) is a non-linear function of \(\mathbf{X}\), since both \(\mathbf{u}\) and \(\mathbf{v}\) depend on \(\mathbf{X}\).

2.4. Computing the reciprocal form diagram

Here we extend the method presented in [21], by solving for the form diagram, given changes in the force diagram. We formulate the problem as a root finding procedure by setting up a residual, which is zero at a root. To find the roots we employ Newton’s method, for which the Jacobian matrix is required.

When the force diagram \(\mathbf{X}^*\) is manipulated due to a user input \(\Delta \mathbf{X}_{\text{user}}\) we need to find the coordinates of the form diagram \(\mathbf{X}\) that give the updated \(\mathbf{X}^*\)

\[
\mathbf{X}^*(\mathbf{X}, \mathbf{q}_d) = \mathbf{X}_{\text{start}}^* + \Delta \mathbf{X}_{\text{user}}^*
\]

(5)

where \(\mathbf{X}_{\text{start}}^*\) are the coordinates of the force diagram prior to the user manipulation. To find a solution we seek to find a root \(\mathbf{X}\) such that

\[
\mathbf{r} = \mathbf{X}^* - \left( \mathbf{X}_{\text{start}}^* + \Delta \mathbf{X}_{\text{user}}^* \right) = 0
\]

(6)

where \(\mathbf{r}\) is a residual. We proceed by linearizing the equation and using an iterative method

\[
\mathbf{r}(\mathbf{X}) + \frac{\partial \mathbf{r}(\mathbf{X})}{\partial \mathbf{X}} \Delta \mathbf{X} = 0
\]

(7)

where \(i\) is the current iteration, not to be confused with exponentiation, \(\mathbf{r}_{\text{start}}\) and \(\Delta \mathbf{X}_{\text{user}}\) are constants, and \(\mathbf{q}_d\) has been kept constant, giving

\[
\mathbf{r}(\mathbf{X}) + \frac{\partial \mathbf{X}^*(\mathbf{X})}{\partial \mathbf{X}} \Delta \mathbf{X} = 0
\]

(8)

where

\[
\Delta \mathbf{X} = \mathbf{X}^{i+1} - \mathbf{X}^i.
\]

(9)

The Jacobian matrix of \(\mathbf{X}^*\) with respect to \(\mathbf{X}\) is

\[
\mathbf{J} = \frac{\partial \mathbf{X}^*}{\partial \mathbf{X}}
\]

(10)

which is of size \([2n^* \times 2n]\). The Jacobian matrix is used to solve for \(\Delta \mathbf{X}\) in Eq. (8).

2.5. Derivation of the Jacobian matrix

The \(k\)th column of the Jacobian is computed as

\[
\frac{\partial \mathbf{X}^*}{\partial X_k} = \begin{bmatrix} \mathbf{L}^{-1}\mathbf{C}\mathbf{Q}u + \mathbf{Q}^T\frac{\partial \mathbf{Q}}{\partial X_k} \\ \mathbf{L}^{-1}\mathbf{C}\mathbf{Q}v + \mathbf{Q}^T\frac{\partial \mathbf{Q}}{\partial X_k} \end{bmatrix}
\]

(11)

where the derivatives of \(\mathbf{x}\) and \(\mathbf{y}\) are trivial. In order to compute the derivatives of the force densities, \(\mathbf{Q}\) [25] we introduce, \(\mathbf{A}\), the equilibrium matrix [26]

\[
\mathbf{A} = \begin{bmatrix} \mathbf{C} \mathbf{U} \\ \mathbf{C} \mathbf{V} \end{bmatrix}
\]

(12)

where \(\mathbf{U}\) and \(\mathbf{V}\) are the diagonal matrices of \(\mathbf{u}\) and \(\mathbf{v}\), respectively, and \(\mathbf{C}\) contains the rows of \(\mathbf{C}\) corresponding to the inner vertices of \(\mathbf{G}\).

For the force densities, we first write them in their vector form \(\mathbf{q}\) and partition them into an independent part, \(\mathbf{q}_d\), and a rest part, \(\mathbf{q}_r\). The equilibrium matrix is similarly partitioned in an independent, \(\mathbf{A}_d\), and a dependent part, \(\mathbf{A}_s\), together satisfying the following equation [21]:

\[
\left[ \begin{array}{c} \mathbf{A}_d \mid \mathbf{A}_s \\ \mathbf{0} \end{array} \right] \left[ \begin{array}{c} \mathbf{q}_d \\ \mathbf{q}_r \end{array} \right] = \mathbf{0}.
\]

(13)

The independent edges can be identified by transforming \(\mathbf{A}\) into a row reduced echelon form [21]. The number of independent edges amounts to the number of associated force densities that must be prescribed.

From Eq. (13) we solve for the force densities:

\[
\mathbf{q} = \frac{\mathbf{q}_d}{\mathbf{A}_d^{-1}(\mathbf{A}_s\mathbf{q}_d)}.
\]

(14)

The derivative of \(\mathbf{q}\) after partitioning, is

\[
\frac{\partial \mathbf{q}}{\partial \mathbf{X}_k} = \begin{bmatrix} \mathbf{0} \\ \left( \mathbf{A}_d^{-1}(\mathbf{A}_s\mathbf{q}_d) \right) \left( \frac{\partial \mathbf{A}_d}{\partial \mathbf{X}_k} \mathbf{q}_d \right) + \mathbf{A}_d^{-1} \left( \frac{\partial \mathbf{A}_d}{\partial \mathbf{X}_k} \mathbf{q}_d \right) \end{bmatrix}
\]

(15)

From Eq. (15) it is evident that the derivative of the independent part, \(\mathbf{q}_d\) is zero, since the independent force densities remain unchanged during manipulations of the force diagram. To compute the derivatives \(\mathbf{A}\), Eq. (12) is differentiated with respect to \(\mathbf{X}\).

\[
\frac{\partial \mathbf{A}}{\partial \mathbf{X}_k} = \begin{bmatrix} \frac{\partial \mathbf{C} \mathbf{U}}{\partial \mathbf{X}_k} \\ \frac{\partial \mathbf{C} \mathbf{V}}{\partial \mathbf{X}_k} \end{bmatrix}
\]

(16)

From \(\mathbf{u} = \mathbf{C}^T \mathbf{x}\) it follows that

\[
\frac{\partial \mathbf{U}}{\partial \mathbf{X}_k} = \begin{bmatrix} \text{diag}(\mathbf{c}_k) \end{bmatrix}, \quad \text{if } X_k \in \mathbf{x}
\]

(17)

and similarly

\[
\frac{\partial \mathbf{V}}{\partial \mathbf{X}_k} = \begin{bmatrix} \text{diag}(\mathbf{c}_k) \end{bmatrix}, \quad \text{if } X_k \in \mathbf{y}
\]

(18)

where \(\mathbf{c}_k\) is the \(k\)th row in \(\mathbf{C}\)

\[
\mathbf{C} = \begin{bmatrix} \mathbf{c}_1 \cdots \mathbf{c}_i \cdots \mathbf{c}_n \end{bmatrix}^T.
\]

(19)

To complete this section \(\partial \mathbf{A}/\partial \mathbf{X}_k\) is partitioned into a dependent, \(\partial \mathbf{A}_d/\partial \mathbf{X}_k\) and an independent part \(\partial \mathbf{A}_s/\partial \mathbf{X}_k\), and finally the derivative of the inverse of the dependent part required in Eq. (15) is

\[
\frac{\partial \mathbf{A}_d^{-1}}{\partial \mathbf{X}_k} = -\mathbf{A}_d^{-1} \frac{\partial \mathbf{A}_d}{\partial \mathbf{X}_k} \mathbf{A}_d^{-1}
\]

(20)

which is the last part required to compute the Jacobian matrix.
26. Jacobian matrix with respect to force densities

In this section we present the derivatives $\frac{\partial \mathbf{X}^*}{\partial \mathbf{q}_d}$ for completeness. The following derivatives could be used to relax the conditions on edges with prescribed force densities. In the implementation and the examples we keep these fixed in order to simplify the presentation.

The derivatives of $\mathbf{X}^*$ with respect to the $j$th prescribed force density are [25]

$$
\frac{\partial \mathbf{X}^*}{\partial q_{d,j}} = \left[ \begin{array}{c} L^{-1} \mathbf{C} \frac{\partial \mathbf{q}}{\partial q_{d,j}} \mathbf{u} \\ L^{-1} \mathbf{C} \frac{\partial \mathbf{q}}{\partial q_{d,j}} \mathbf{v} \end{array} \right]
$$

(21)

where the column matrix version of $\frac{\partial \mathbf{q}}{\partial q_{d,j}}$ has a one at the $j$th element, and zeros elsewhere

Finally, $\frac{\partial \mathbf{q}}{\partial q_{d,j}}$ can be calculated as shown in Algorithm 1.

Algorithm 1 Iterative solution loop

Get initial solution and store it:

$\mathbf{X}^0 = \mathbf{X}_{\text{start}}$

$\mathbf{X}_{\text{start}} = \mathbf{X}^*(\mathbf{X}^*)$

Get user change in force diagram, $\Delta \mathbf{X}_{\text{start}}$

while $||\mathbf{r}||_2 > \epsilon$

Update:

$J(\mathbf{X})$

$r(\mathbf{X}) = \mathbf{X}^*(\mathbf{X}) - (\mathbf{X}_{\text{start}} + \Delta \mathbf{X}_{\text{start}})$

Remove rows in $J$ and $r$ due to the constrained vertex in the force diagram.

Solve for $\delta \mathbf{X}$ from:

$J(\mathbf{X}) \delta \mathbf{X} = -r(\mathbf{X})$

Update $\mathbf{X}$:

$\mathbf{X}^{i+1} = \mathbf{X} + \delta \mathbf{X}$

update $\mathbf{X}^*(\mathbf{X}^{i+1})$

increment $i$

end while

2.8. The solution loop

To find the coordinates of a form diagram that is reciprocal to the force diagram, the Jacobian matrix is used. The solution is implemented in an iterative scheme, employing Newton’s method, as shown in Algorithm 1.

Generally, the Jacobian matrix is not a square and represents an underdetermined system. To ensure that at least one solution exists, the rank of the Jacobian matrix should be equal to the rank of the augmented matrix

$$\text{rank}(J) \geq \text{rank}(J | \mathbf{r}).$$

(27)

Further, if the rank of the Jacobian is less than the number of variables, then $2v - \text{rank}(J)$ linearly independent solutions exist. If this occurs, we choose a single solution by making use of the least squares principle [25].

The effects of prescribing a vertex’s coordinates in the force diagram in Eq. (4) to zero means that two rows in the Jacobian will be zero. These rows, along with the corresponding rows of $\mathbf{r}$ can be reduced, resulting in a Jacobian of size $[(2v^* - 2) \times 2v]$, and $\mathbf{r}$ of size $[(2v^* - 2) \times 1]$. Applying manipulations to the position of the prescribed vertex in the force diagram can be achieved by applying the opposite manipulation to all other vertices.

2.9. Additional requirements

A requirement of the form graph is that it must be a planar graph [27,21]. A further requirement of the method is that edges that have a prescribed force density cannot have zero length in either of the reciprocal diagrams as this leads to division by zero.

3. Computer implementation

In this section a general overview of the implementation of the presented method is provided. It also indicates that the presented method can be used as a back-end in an interactive graphic statics application where the user can manipulate both form and
force diagrams with continuous bi-directional updates. A general overview of how the method is implemented is shown in Fig. 2, and various checks are performed to ensure that the user’s manipulations to the force diagram are valid and that the problem has one or multiple solutions. The implementation of the method is described in more detail in Algorithm 1.

Our implementation has been made by using the programming language Python [28], together with Numpy [29] and Scipy [30] for performing matrix operations. The Python package NetworkX [31] has been used for graph operations and visualizations.

3.1. Adding geometric constraints to form diagrams

It is necessary to add additional geometric constraints for certain types of structures, e.g. to keep the span of a truss constant. This can be achieved through adding derivatives of constraint equations to the Jacobian matrix and changes to the constraint equation to the residual, i.e.

\[ Jc \delta X = \begin{bmatrix} j_c \\ r_c \end{bmatrix} \] (28)

where

\[ j_c = \frac{\partial f(X)}{\partial X_k} \]

\[ r_c = \delta f(X) \] (29)

where \( f(X) \) is the added constraint equation to the \( c \)th row of the Jacobian matrix and \( X_k \) is the \( k \)th coordinate, corresponding to the \( k \)th column of the Jacobian matrix.

In the present work the following constraints have been implemented:

- Horizontal length between two vertices
- Vertical length between two vertices
- Length between two vertices
- Direction between two vertices
- Horizontal position of a vertex
- Vertical position of a vertex

In general, there are a few constraints that always should be applied. Rigid body motions of the form diagram will produce the same force diagram, and as such are of no interest. These can be removed by constraining the position of a vertex in the form diagram. An example is shown in Fig. 3a. It is possible to find solutions, i.e. form diagrams, that results in the same force diagram by scaling of the form diagram, as illustrated in Fig. 3b.

In order to remove solutions that only scale the form diagram constraints can be introduced. It is often sufficient to constrain the horizontal length between the supports. Finally, there is a third type of constraint which in our implementation is automatically introduced. It is related to edges which connect to leaf vertices in the form diagram. A leaf vertex is a vertex that only has one edge connected to it. If one such edge does not have a prescribed force-density, it will result in the same force diagram regardless of its length in the form diagram. An example is presented in Fig. 3c. The change in lengths of these edges is of no interest and as such we constrain the lengths of all free edges.

3.2. Null space of the Jacobian matrix

If \( 2v > \text{rank}(J) \), then \( 2v - \text{rank}(J) \) linearly independent solutions, of form diagrams, exist. After a form diagram is found from a specific force diagram, the null space of the Jacobian is a vector space with dimension \( 2v - \text{rank}(J) \), which shows how the form diagram can be changed without affecting the force diagram. This allows the user to explore alternative form diagrams for a specific force diagram. The null space can also be studied to find suitable constraints in order to obtain more desirable solutions.

The null space of the Jacobian can be found by computing the SVD [23] or by using a rank-revealing QR factorization [32].
3.3. Vertex perturbation

If the length of an edge in the force diagram is zero the reciprocal structural member obviously carries no force. If this is the case, that edge will not have any contribution to the Jacobian matrix, i.e. the corresponding derivatives are zeros. To solve this numerical problem, zero length edges in the force diagram are identified in each iteration. Zero length edges can easily be identified since their corresponding force densities in the vector \( q \) are zero. If such edges exist, a very small random value is added to the length of that zero edge by moving the incident vertices in the form diagram. For the movement we successfully use a pair of \((x, y)\)-coordinate random numbers from a normal distribution, with zero mean and a standard deviation of \(10^{-6}\). The implementation of the Newton method with the vertex perturbation is presented in Fig. 2.

3.4. Large manipulations

In order for the proposed method to work, an initial form diagram is required. The initial form is used as an initial guess for Newton’s method. As Newton’s method is a gradient based method it converges towards local extreme points. This is an advantageous property in case multiple solutions exists, as solutions close to the initial form are often preferred. When the initial guess is too far from the root Newton’s method may not converge. For this case the method is modified to include a line search. For details on how to implement the line search, see [33]. The line search is used on iterations where the norm of the residual has increased compared to the previous iteration. The Jacobian matrix is modified with vertex perturbations even for the Newton method with line search, the modification is performed in the same way as presented in Fig. 2. In Section 4.2 we show why we try the method without line search first.

The non-linearity of the problem can sometimes lead to unexpected results, for instance, some small manipulations in the force diagram can result in large changes of the form diagram. This problem can be observed when a vertex that is connected to a short edge in the force diagram is manipulated. A small manipulation in distance can then result in a large change in direction of the adjacent edge. An example is provided in Fig. 4, where vertex 2 is moved in the vertical direction. Even though the method manages to find solutions, these solutions might sometimes become too distorted. In such cases it is, in a computer implementation, possible to revert to a previous state and continue exploring the design from that state.

4. Examples

In this section we present the method with a few practical examples. These emphasize the strengths of the possibility of manipulating the force diagram. The examples also show the importance of selecting proper constraints to obtain the desired solutions, for instance, a common design criteria can be used to span a certain length, this can be achieved by adding constraints that keep the positions of where the structure meets the supports fixed. The initial form and force diagrams in the following examples are visualized with gray dashed lines.

4.1. Simple example

A simple example is shown in Fig. 5. Vertex four in the force diagram is moved to the left, and the corresponding change in the form diagram is visualized. Only the edges that are connected to vertex four in the force diagram are affected.

In the following paragraphs we constrain the positions of vertices C and D of Fig. 5. These constraints keep the position, length, and direction of edge 3 in the form diagram fixed, thereby imposing limitations on the allowable manipulations of the force diagram. The manipulations of the force diagram must be such that the direction of edge 3 in the force diagram is unchanged. For instance, moving vertex 4, or vertex 2 in the vertical direction would change the direction of edge 3 and is thus not possible. However, moving both vertex 4 and 2 vertically by the same amount is allowed, since the direction of edge 3 is then constant during the manipulation.

In the implementation, information regarding inadmissible manipulations of parameters in the force diagram can be found by
computing the left null space of the Jacobian matrix. The left null space complements the column space of the Jacobian matrix, and any force manipulations, i.e. any \( \mathbf{r} \), that is not perpendicular to the left null space is invalid. To further clarify, we compute a basis for the left null space (consisting of one base vector) for the structure in Fig. 5 with vertices C, D constrained. The vector is of size \([2n^*-2+n_{\text{constraints}} \times 1] \) and after normalization with respect to \( y_2^* \) is

\[
\mathbf{n}^* = \begin{bmatrix} x_{y_0}^* & \cdots & y_{y_1}^* & y_{y_1}^* & \cdots & c \\ 0 & \cdots & 0 & 1 & 0 & \cdots \end{bmatrix} 
\]  

(30)

where the parts related to the constraints have been omitted. Manipulations of the force diagram will lead to residual vectors with non-zero elements only on the parts related to \( x \) and \( y \), and will thus always be perpendicular to the constraints part. The residual vector associated with moving vertex 2 a unit displacement vertically is

\[
\mathbf{r}_2^* = \begin{bmatrix} \cdots & x_{y_0}^* & y_{y_0}^* & \cdots & y_{y_1}^* & y_{y_1}^* & \cdots & c_1 \\ \cdots & 0 & 0 & \cdots & 0 & \cdots & \end{bmatrix} 
\]  

(31)

and the residual vector associated with moving vertex 4 a unit displacement vertically is

\[
\mathbf{r}_2^* = \begin{bmatrix} \cdots & x_{y_3}^* & y_{y_0}^* & \cdots & y_{y_1}^* & y_{y_2}^* & y_{y_3}^* & c_1 \\ \cdots & 0 & 1 & 1 & 1 & 0 & \cdots \end{bmatrix} 
\]  

(32)

where vertices 0–3 are moved in the opposite direction, since vertex 4 is constrained in the implementation and not part of the vector. This leads to

\[
\mathbf{n} \cdot \mathbf{r}_1 \neq 0, \quad \mathbf{n} \cdot \mathbf{r}_2 \neq 0, \quad \mathbf{n} \cdot (\mathbf{r}_1 + \mathbf{r}_2) = 0 
\]  

(33)

where the dot is the scalar product. It is seen that only the application of both movements is perpendicular to the left null space, and thus the only admissible manipulation of the three.

In general, the left null space can consist of more than one vector, in such cases it is not always possible to, in a simple way, identify the parameters that can be changed in the force diagram. For solutions to exist, the requirement is that \( \mathbf{r} \) must be perpendicular to the left null space.

4.2. Arch—Practical example with constraints

In Fig. 6 an example is presented of how the form diagram is changed when manipulating the force diagram.

In this example, constraints are added to obtain a desired solution. The Jacobian matrix has the dimension \([2n^* - 2 \times 2n] \), in this example \([18 \times 36] \). Before constraints are added, the Jacobian matrix has rank = 18. Three constraints are added to remove rigid body motions (horizontal, vertical and scaling, applied by fixing \( A_x, A_y \), and \( H_k \)). Three additional constraints are added to constrain the size of the boundary forces. Note that the length of edge zero cannot be constrained since the force density for this edge has already been prescribed. The size of the external forces and their horizontal positions are also constrained, adding 12 more constraints. In total 18 constraints are added. After these constraints have been added, the Jacobian has the dimension \([18 + 18, 36] \) and as the added constraints are linearly independent rank = 36, a unique solution now exists.

After these constraints have been added, the force diagram is manipulated. In this example, vertices 0–2 are moved to the right, making the internal forces (edge 1–7) and the boundary forces (edge 0 and 8) smaller. As seen in the figure, the resulting form diagram shows an increased height of the arch, as expected. Moving vertices 0–2 further to the right past the externally applied loads (edges 11–16) flip the arch upside-down into a cable in tension. This solution is found when using the approach presented in Algorithm 1. Trying to solve for the manipulation by using the globally convergent Newton method with line search fails as the arch tends towards infinite height as vertices 0–2 get closer to the externally applied loads (edges 11–16) from the left, which is why we in Fig. 2 try the Newton method without line search first. Fig. 7 presents the convergence of the two methods, where the Newton method with line search fails to converge, and is aborted on iteration 32 due to the Jacobian matrix becoming rank deficient.

Adding another constraint to the example, by fixing the vertical position of vertex \( H \), leads to a left null space of dimension 1. The basis vector for the left null space is not as simple as in the

Fig. 5. Simple example where vertex 4 in the force diagram has been moved to the left, the corresponding change is visible in the form diagram.

![Fig. 5](image-url)
previous example, and restricts the possible manipulations of the force diagram parameters since they must be perpendicular to the basis vector. From studying the basis vector for the left null space, it can be seen that, for instance, vertices 4 and 8 have to be moved by the same amount horizontally, and by opposite amounts vertically. Introducing further constraints will increase the rank and number of basis vectors for the left null space. Finding an intuitive method for presenting possible manipulations of the force diagram would be good in such cases.

4.3. Arch—Form finding

An extension of the previous example is shown in Fig. 8, which indicates how this method can be used in the design process of
a structure. The initial form in this example can be described as an arc of a circle. The external forces need to have different magnitudes in order for the structure to be in equilibrium. Using the same constraints for this example as in the previous example, the external forces are manipulated so that their magnitudes are equal. The resulting form after employing our method can, as expected, be described using a parabola, since the configuration of forces is a discrete representation of a uniformly distributed load, see Fig. 8b. A retained quality from the method of graphic statics is that edges in the force and form diagram have the same direction. Thus, to get a specific direction of an edge in the form diagram, the reciprocal edge in the force diagram can be manipulated. In the figure a sought tangent is drawn in the form diagram, then transferred and matched to the reciprocal edge in the force diagram, see Fig. 8c. The resulting form diagram now has the sought form.

4.4. Arch—Null space

In Fig. 9 multiple form diagrams that have the same force diagram is shown. The original form is the same as in the previous two examples, however, the horizontal constraints on the external force positions have been removed. By computing the null space of the Jacobian a vector space is obtained. Linear combinations of null space basis vectors can be used to explore different forms, all of which have the same force diagram. An example is shown in Fig. 9. In a potential application the free variables could be connected to a parametric modeler which would allow the user to easily explore different solutions.

In all of the form variations in Fig. 9 the reaction forces at the supports remain unchanged. The position of the externally applied forces varies with the form variations, however, the position of the line of action for the resultant of the applied forces remains unchanged, which is a requirement for the resulting force diagrams to be the same.

4.5. Chord force truss

Fig. 10 shows an example where the developed method is applied to the design of a truss with constant force in the top and bottom chords. All of the external loads are applied vertically. In
this example we have constrained rigid body motions, scaling, and lengths of free leaf edges.

Fig. 10a shows the starting position where the top and bottom chord edges do not carry the same amount of force in all edges. Edges in compression are shown in blue, edges in tension are shown in red in the form diagrams, and the thickness of the edge is proportional to the force.

Two edges in the initial form in Fig. 10a in the form diagram do not carry any load, and their bottom vertices are marked with (F). A small manipulation of adjacent vertices can lead to large changes in the force diagram, as shown in Fig. 10b. If the null space of the initial form is studied (Fig. 10a), it is seen that it contains null-modes where the zero force edges can rotate around their top vertices without affecting the force diagram. However, this is not present in the shape in Fig. 10b.

To obtain the form of a constant-force gable truss is fairly straight-forward. By manipulations in the force diagram of Fig. 10a we arrive at the example shown in Fig. 10c, where all the edges of the bottom chord carry the same amount of force. Since the bottom chord edges connect to the same vertex in the force diagram (marked with A in Fig. 10c), their opposite vertices are constrained to lie on a circle, shown in Fig. 10c. The diagonal elements inside of the truss carry a small amount of force compared to the other members of the structure. These could be made smaller in another iteration, but have been kept in the figure for clarity.

An example of such a truss is seen in the Magazzini Generali warehouse at Chiasso, Switzerland, designed by Robert Maillart [4]. The principle of restraining chord forces to the same length can be used to find other similar forms as well, see for instance [34].

4.6 Post tensioned funicular structure

Fig. 11 shows our method applied to the design of an externally post-tensioned funicular geometry. For further examples of such
structures, see for instance [9]. Two force densities must be selected by the user to get a unique solution. In this case we have selected the force density for one of the horizontal supports (edge 0) and for one of the applied loads (edge 1). Vertex order 1, 0, 2–9, 1 in the force diagram represents the global equilibrium of the structure. The positions of vertices A and I in the form diagram are fully constrained.

Fig. 11 shows the horizontal translation of vertices 3–9 in the force diagram, resulting in the lowering of the upper chord of the form. Fig. 11b shows the horizontal translation of vertices 0–2 in the force diagram, resulting in the raising of the lower chord in the force diagram. By these manipulations the relationship between the form and the force diagram can easily be understood, for instance by lowering the effective structural height (the distance between the lower and upper chords) an increase in the magnitude of the forces in the horizontal supports (edges 0 and 29) is obtained.

Fig. 11c shows the horizontal translation of vertices 10–16 in the force diagram, resulting in smaller force magnitudes in the upper and lower chords. This is achieved by increasing the overall height of the post tensioned structure, and a slight decrease in the distance between the upper and lower chords.

In the example, the lines of action of the externally applied loads have not been fixed, and the corresponding Jacobian matrix is under-determined. Accordingly the truss has a non-trivial null space, and alternative forms for the same force diagram, similar to the example in Fig. 9.

5. Conclusions

In this paper, we propose a new method for finding a reciprocal form diagram after manipulations have been carried out on the force diagram. This has previously only been possible through using the geometrical relationship between form diagram and force diagram, either by drawing or in predefined examples that follow graphic statics procedures for specific geometries. The method employs a gradient-based solver for solving the non-linear problem of finding the reciprocal form diagram to a force diagram. Further, the derivation of the Jacobian matrix, which is needed for Newton’s method, is presented. We show how constraints can be added as additional equations to the Jacobian matrix in order to control solutions from the non-linear solver. In the examples of Sections 4.1 and 4.2 we show that the left null space of the Jacobian can be used to get information on which parameters cannot be changed in the force diagram. In Section 4.4 it is also shown how a vector space of possible solutions of form diagrams for the same force diagram can be computed by computing the null space of the Jacobian matrix.

When the problem becomes over constrained (has a non-trivial left null space) the parameters that can be changed in the force diagram become restricted, and the manipulations need to be perpendicular to the left null space of the Jacobian matrix. It might be worthwhile to investigate if there are graphical methods of presenting this information to the end user. The geometric constraints in the paper have been introduced to steer the solver towards solutions that meet certain design criteria, for instance, keeping the position of a support fixed, or keeping the line of action of an external force fixed. It could be of further interest to study if the constraints can be used to drive the design of 2D axially loaded structures.

The presented method can be used as a back-end for an interactive application, however, in order to enable full interactivity in computer aided graphic statics based on force diagram manipulations, some further work is required. Fig. 12 illustrates different scenarios based on manipulations of the force diagram. Scenario one shows explorations of a simple form using manipulations of the force diagram. Scenario two shows explorations with included constraints on the form diagram. In both scenarios a couple of manipulation steps are shown, in order to show that the resulting form and force diagrams can be far from the initial state. Both scenarios are supported by the presented framework, however, when there are multiple solutions the framework converges to one form out of many possible, and provides alternative forms through the use of the null space of the Jacobian matrix. These alternative forms are local to the current state, since they depend on the linearization. In an unbiased exploration the user should be able to get feedback from all possible manipulations and variations of solutions.

Scenarios three and four in Fig. 12 rely on starting from, or modifying the topology of, a force diagram. The topology matrices in Eqs. (1) and (2) are constructed from the form diagram. These
can also be constructed from the force diagram, however, this has not been covered in the paper. To further adopt the methodology presented in this paper to scenarios three and four requires some additional methods to get suitable initial guesses (for instance, taking advantage of corresponding form and force edges being parallel, and that some vertices in one diagram correspond to closed polygons in the other), and a discussion on valid changes and valid starting topologies of the force diagram.

In order to improve robustness of the solver suitable methods are introduced. The global convergence is improved by including a line search, and the vertex perturbations help with difficult cases when some edges in the force diagram are of zero length. The least squares approach to solving the equation system could be used to get solutions in over-determined cases, however, this has not been done in this paper or discussed. A tangent to this for future work could be the introduction of softer constraints, which allow for some changes in the geometry. The strength and application of being able to manipulate the force diagrams have been shown through a number of examples.
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Abstract
A key step to the strut-and-tie method is the selection of an appropriate truss model, due to the static indeterminacy of reinforced concrete there are often several suitable models possible. A method for automatically generating a suitable truss model by using graphic statics is presented. Optimal layouts are found by minimizing the total load path. A formulation of constraints suitable for generating an initial strut-and-tie model confined to an arbitrary polygon with holes is also presented. The performance by using derivative based and derivative free solvers is compared. The method is applied to several examples and the results are compared to existing methods from literature as well as to the principal stress patterns based on finite element analysis. All of the presented examples yield good results and the optimal layouts found can be used as a starting point for further design with the strut-and-tie method.
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1. Introduction
The design and detailing of cracked reinforced concrete members can be performed by reducing the concrete member into a truss-like structure, where some members act in compression (struts) and some in tension (ties). The strut-and-tie model (STM) is a general approach for the design of reinforcement layout for parts a concrete structure where the beam hypothesis is invalid, i.e. at static or geometric discontinuities. Since the regular truss model holds for the beam-like parts of the structure, the STM generalizes the design approach for structural concrete for all parts [1]. A key step to the strut-and-tie method is the selection of an appropriate truss model, due to the static indeterminacy of reinforced concrete there are often several suitable models possible. In this paper, we present a method for automatically generating a suitable truss model by using graphic statics.

Research of graphic statics has increased recently and several research directions are being explored, such as constraint based graphic statics, 3D graphic statics, generalizations that include bending, etc. Of particular interest for this research is the algebraic formulation of graphic statics [2, 3] and structural optimization with graphic statics [4].

There have been several research papers on generating strut-and-tie models, both using topology optimization and the ground structure approach, see [5, 6] and the references therein respectively.

The following motivate research on the use of graphic statics for STM:

- In complex strain fields it may be difficult for a novice designer to select an appropriate truss model, automatic STM generation been researched in [5, 6]. Graphic statics provides an alternative to this.
- STM design tends to lead to solutions containing mechanisms, when searching for alternative solutions this is simple to handle with graphic statics [4].
• The STM network is a pin-jointed structure; graphic statics is a natural approach for modeling such structures.

• The STM is based on the lower bound theorem of plasticity and algebraic graphic statics provides simple and direct means of exploring all possible equilibria. A unique force diagram (equilibrium state) is computed by selection [2], and not indirectly by for instance selecting a set of stiffness parameters.

2. A method for automatic generation of initial truss layouts

The first step in the STM is to identify Bernoulli regions (B-regions) and discontinuity regions (D-regions). B-regions are designed according to beam truss models while D-regions display more complex strain fields. The STM extends the truss model analogy to the D-regions and provides a consistent design approach to the whole structure. In order to apply the STM to a D-region the first step is to identify the section stresses on the region, for instance by a linear elastic finite element analysis (FEA) using a homogeneous isotropic material or by appropriate hand computations, see Fig. 1a. In the case that the whole region is a D-region one only needs to determine the reaction forces at the supports before the method can be applied.

The stresses on the boundary of the D-region are translated to discrete forces which along with external forces serve as the initial points for generating a form diagram, see Fig. 1b, which is where the method deviates from the common approaches used in STM (load-paths or stress trajectories). The initial form diagram generated is a structured/uniform mesh and does not take into account internal stresses, only the position of the external and section forces and the solid structure geometry. Once an initial form diagram has been generated an optimization procedure is run in order to find a form diagram suitable as an initial strut-and-tie model, Fig. 1c. The form diagram in Fig. 1c still has the same topology as in Fig. 1b, however, visualization techniques are used to make only the members with significant force magnitudes visible, thereby illustrating a potential strut-and-tie model. The present work investigates the optimization step of from Fig. 1b to Fig. 1c, using a graphic statics based optimization.

After the optimization, it is necessary to check that the network follows the principal stress field, due to the limited ductility of the concrete [1]. The computed network might require further rationalizations and all of the other requirements and detailing need to be checked, Fig. 1d.

3. The optimization problem

In [4] graphic statics is used to minimize the total volume of a structure, which is shown to be equivalent to minimizing the total load path in trusses where all members are equally stressed. In this work, we use the total volume as the objective function and formulate the optimization problem as

\[
\min_x f(x) = \frac{1}{\sigma} \sum L_i \sigma \]

s.t. \[
\begin{align*}
1 - g(x, p) &\leq 0 \\
g(x, q) &\leq 0 \\
x &\in [x_{\min}, x_{\max}]
\end{align*}
\]

where \(x\) are the design variables, which have upper and lower bounds. \(\sigma\) is the normal stress magnitude, assumed to be equal in all edges. Under these conditions minimization of the total volume is equivalent
to minimization of the total load path, \( \sum L_i L_i^* \) [4]. \( L_i \) and \( L_i^* \) are the length and force magnitude of the \( i \):th edge. \( g(x,p) \) is a binary function returning one if all of the edges of the form diagram are inside of the polygon defined by the matrix \( p \) and zero otherwise. Hence the first constraint requires all of the edges to be inside \( p \) while the second constraint requires all the edges to be outside a hole \( q \). Additional holes are defined similarly. The implementation of the polygonal constraints is such that the constraints are checked on \( y \) user-selected points per edge. Edges that correspond to external forces, section forces, or supports, are not included in the constraints.

The design variables \( x \) are the form diagram coordinates along with a set of force densities used to define the magnitude of external loads and section forces (and can be used to determine unique force diagrams in the case of statically indeterminate form diagrams). Using the form diagram coordinates as the design variables makes it simple to formulate the geometric constraints. The bounds for the design variables that are related to the form diagram coordinates are set to the bounding box of \( p \) for the coordinates, and for the force densities are set to \([-1,1]\). The form diagram edges which correspond to external forces or boundary stresses are kept fixed during the optimization, and so are their force magnitudes (keeping the external equilibrium constant) by fixing the respective force densities. In order to compute the force diagram, and to run the optimization, an algebraic formulation of graphic statics as described in [2, 3] is used.

The two constraints are discrete and do not have any derivatives. To solve the optimization problem derivative free solvers from the global optimization toolbox for MATLAB are used.

In order to use gradient based solvers, the two constraints need to be re-formulated. The distance for each point on an edge that is outside the polygon to the nearest point on the polygon is computed and these are summed for each edge. This results in \( g_i \leq 0 \) new constraints, where \( g_i \) is the summed distance for the points of edge \( i \), see Fig. 2. A significant speedup is obtained by subdividing the polygon into a set of convex polygons since any line whose endpoints lie in the same convex polygon will then, by definition, be inside the original polygon.

![Polygon](image)

**Figure 2: Illustration of constraint.**

The same type of constraint is used for holes, except with the summed distance of the points that are inside of the polygon \( q \) rather than outside.

Another approach for constraining edges to be inside the polygon \( p \) is to consider the closed faces of the form diagram as polygons and perform a Boolean subtraction of the of the form diagram polygons by the polygon \( p \) and subsequently require that the area of what is left should be zero. This approach, however, cannot include holes.

To summarize, the geometric constraints have been implemented in three different ways, first as binary constraints, second as shown in Fig. 2, and finally by using the Boolean subtraction approach.
3.1 Multiple load cases
The minimization of a weighted sum of the individual load case objective functions [5] is performed in order to account for multiple load cases. The objective function becomes
\[ f(x) = \psi_1 f_1(x) + \psi_2 f_2(x) + \psi_3 f_3(x) + \cdots \] (2)
where \( \psi_i \) is a weight factor and all \( f_i(x) \) have the same initial form diagram but different magnitudes on external and section forces. This is controlled through the force densities of the external and section forces. The total load path for the \( i \):th load case is \( f_i(x) \).

4. Examples and results
In this section, the results of applying the method to some examples are presented. First, some simple models with the purpose to test the method are shown. A convergence study using the presented models is performed, where different optimization algorithms and versions of the constraints are compared. Results for some models with multiple discontinuities and deep beams are shown. Finally, an example with multiple load cases is presented. The section and reaction forces in the examples were computed either by hand or by FEA when required. The initial form diagrams were manually drawn, however, there are meshing techniques available which could be used for this step, but it is out of the scope of the present study.

4.1 Models

Here six models used for the convergence study and their solutions are discussed. The models are based on the structures shown in Fig. 3, which also show the D-regions as hatched areas.

4.1.1. Results
The leftmost column with sub-figures in Fig. 4 are the initial form diagrams. The last column shows the principal stress components from an FEA, the second and third columns show are the form and force diagrams of the solved GD1 solution (which has shown best performance, see section 4.2). Note that only the D-regions for each model are shown. Red is tension, blue is compression. After the optimization the form diagram still has the same topology as the initial form diagram. Highly stressed edges are emphasized by modifying the line weights according to the force magnitudes. Edges with a force magnitude less than 1\% of the largest force magnitude are dashed, further emphasizing the load-carrying network. The result of model 6 in Fig. 4 is similar to Fig. 40b in [1], and the result of model 5 is similar to Fig. 11 in [5].

In many cases the solved forms tend to extend to the limits of the constraint-polygon, because of this, the polygon has been reduced in size in models 2-4, i.e. the polygons are not the actual dimensions of the beam, but are offset inward to almost near the positions of the section resultants.
4.2 Convergence study

Table 1 presents the total load paths for the presented models and solution methods used. PS is pattern search with the binary polygon constraints. GD1 and GD2 use the MATLAB routine fmincon (using the interior point algorithm), where GD1 uses the constraint formulated as in Fig. 2, and GD2 is with the constraint following the Boolean subtraction approach. The genetic algorithm solver was also tested, however, no solutions were found.

Table 1: Total load paths for the different models and solution methods (normalized to initial). Color: Yellow = failed to satisfy constraints. White = Satisfied constraints to within accuracy limits, Red = Exceeds iteration limit

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>PS</td>
<td>0.4120</td>
<td>0.5610</td>
<td>0.2647</td>
<td>0.3572</td>
<td>0.5855</td>
<td>0.7203</td>
</tr>
<tr>
<td>GD1</td>
<td>0.2916</td>
<td>0.4268</td>
<td>0.5174</td>
<td>0.3462</td>
<td>0.5811</td>
<td>0.6758</td>
</tr>
<tr>
<td>GD2</td>
<td>N/A</td>
<td>0.4736</td>
<td>0.5071</td>
<td>0.3243</td>
<td>0.3419</td>
<td>0.7146</td>
</tr>
</tbody>
</table>
4.3 Models with multiple discontinuities and deep beams

Here some examples with more complex stress fields are discussed. Fig. 5a shows an example of a frame corner with a corbel exposed to a point load. A FEA solution reveals bending and compression in the wall and bending in the floor, see Fig. 5d. The section stresses in the wall have been discretized into three loads for the truss-network, two that balance the moment, and a third due to the normal force. The method generates a solution where it is seen that reinforcement is required in the top of the floor, and some additional reinforcement on the inside of the wall. Fig. 5c shows a simplified model based on the one from Fig 9b to be used for reinforcement layout computations.

Figure 5: Frame corner with corbel. d) is reproduced from [7].

In Fig. 6a, the method is applied to a D-region with a hole. The result in Fig. 6b is similar to one of the two STM models used in [1] on the same geometry. The model is in accordance with the principal stress pattern. The polygon constraints are checked on 10 points per edge, leading to edges that slightly go through the hole in the bottom left of the geometry in Fig. 6b. This can be improved by increasing the number of points per edge used.

Figure 6: a) method applied to deep beam with a hole. b) the result after optimization.
4.4 Multiple loads

Fig. 7 shows a double corbel with multiple load cases. Fig. 7a shows the initial form and force diagrams with a load on the right, Fig. 7b shows the initial solution for loads on both sides and Fig. 7c shows for a load to the left. The form and force diagrams after applying the optimization method for multiple loads is shown in Figs. 11d-11f respectively. Note that it is the same solution that is shown in Figs. 11d-11f, it is only the external loads that are different, i.e. the form diagrams in Figs. 11d-11f are the same while the force diagrams are different. The result is similar to [5].

Figure 7: Double corbel with multiple load cases. Sub-figures a) b) and c) are the initial form and force diagrams with right, both, and left external loads respectively. Sub-figures d) e) and f) show the corresponding form and force diagrams after optimization.
5. Discussion

In the strut-and-tie method it is common to spread out a strut with a large force over a larger area, in order to approximate the spread of stress in the concrete better. The objective function used in this paper will minimize the total load path. Maxwell showed that the difference of the compression load path and tension load path is constant, thus, in order to minimize the total load path in the structure in Fig. 8a one only needs to remove the ties, resulting in Fig. 8b. When using the method this should be kept in mind, and large struts should be replaced accordingly, as for instance, the strut in the right part of the example in Fig. 6.

![Figure 8](image)

**Figure 8:** a) compression strut with ties. b) result after optimization using GD1.

A method for generating initial reinforcement layouts using graphic statics was presented. In many cases, the solutions resemble the principal stress patterns and the method manages to capture appropriate load paths, however, it is still necessary to refine and rationalize the models in subsequent design stages. When there are uncertainties on how to select a good truss geometry for the STM our approach may be used to generate a starting point.
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5.1 Further work

There are several aspects requiring further study and automation. The initial form diagram generation needs to be automated. For this, the influence of the initial form diagram needs to be studied further. Most strut-and-tie models are for parts of a structure, and consist of relatively few members, however, in order to support much larger assemblies than the ones presented in the paper the constraints need to be reformulated. Additional work on multiple load cases is required. Finally, the automatic generation of a simplified form diagram after the optimization procedure would be beneficial.
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