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Preface

These proceedings contain the papers presented at the Nineteenth Nordic
Seminar on Computational Mechanics, held at Lund University, Lund,
Sweden, 20-21 October 2006. The Nordic Seminars on Computational
Mechanics represent the major activity of the Nordic Association for
Computational Mechanics (NoACM). The NoACM was founded in 1988
with the objective to stimulate and promote research and practice in
computational mechanics, to foster the interchange of ideas among the
various fields contributing to computational mechanics, and to provide
forums and meetings for dissemination of knowledge in computational
mechanics. Younger researchers, including doctorate students etc., are
especially encouraged to take part at these seminars. The member countries
of NoACM are the Nordic countries (Denmark, Finland, Iceland, Norway
and Sweden) and the Baltic countries (Estonia, Latvia and Lithuania).
NoACM is a subchapter of the International Organization for
Computational Mechanics (IACM) and the European Community on
Computational Methods in Applied Sciences (ECCOMAS).

The responsibility for organizing this year’s seminar was assigned by NoACM
to the Division of Structural Mechanics, Lund University. This year’s seminar
contains four invited lectures and 53 contributed presentations divided
into 14 sessions. In the present volume, all the invited lectures are placed
first, followed by the contributed papers in the order of appearance. New
this year is the announcement of mini sessions suggested by members of
the community; Biomechanics, multiscale modelling, fracture mechanics.

On behalf of the organizers, sincere appreciations are extended to all
contributors at the seminar, not least to the invited lecturers and to the
other speakers for their efforts in preparing talks and papers.

Lund, 11 October 2006

The editors
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Recent results on the anisotropic dissection properties of human arterial tissues are 
presented. They serve as a basis for the material and numerical modeling of plaque 
rupture which may occur spontaneously or traumatic. A patient-specific biomechanical 
analysis of plaque rupture during balloon-angioplasty is shown. The lecture closes by 
pointing out some multi-disciplinary future challenges in the field of tissue biomechanics 
with academia, industry and clinical importance. 
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Summary A description of two methods for numerical prediction of crack propagation through an adhesive 
layer is presented. The first method is based on a fracture mechanical approach where the edge of the bond 
region is treated as an interface crack front. Along the front, the energy release rate and the mode I, II and III 
stress intensity factors are calculated. A method for predicting quasi-static crack growth is presented by 
introducing a crack growth criterion. The shape of the crack front and the critical applied load to propagate 
the crack is obtained. The second method is based on a cohesive zone description of the adhesive layer. 
Comparisons of results based on the two approaches are shown. 
 
 
Introduction 
 
Examples of plate or shell structures, which are adhesively bonded, include composite structures 
applied in the aeroplane, automotive and the wind turbine blade industry. Traditional methods for 
calculating the failure strength of adhesive bonds include the model of Volkersen [1] and the model 
of Goland and Reissner [2]. Both models are stress based and they are used as simple design tools 
for dimensioning single lap joints. The theory has later been expanded to other geometries as 
described by Adams [3]. 
 Fracture mechanical models for predicting bond failure have been developed more recently. 
Fracture mechanical solutions for initiation of failure in spot welds have been formulated in Radaj 
[4] and Zhang [5] and in Jensen [6], [7] for initiation and propagation of fracture in adhesive joints. 
A thin adhesive layer can be analyzed as an external interface crack front. Assuming linear elastic 
fracture mechanics, the energy release rate G at the crack front is given by the effective crack tip 
loads. The fracture mechanical model uses a mixed mode interface fracture criterion coupled with a 
propagation formulation, embedded in an outer finite element model. 

In the cohesive zone model, the adhesive bond region is represented by non-linear springs 
used to model the fracture process. The cohesive zone is embedded in a finite element model of the 
adherends. Cohesive zone models have been applied to model fracture in elastic–plastic solids in 
e.g. Tvergaard and Hutchinson [8]. Plastically deforming adhesive joints in Modes 1 and 2 loading 
conditions have been modeled using a cohesive zone representation of the bond region in Wei and 
Hutchinson [9] and Yang and Thouless [10]. In Feraren and Jensen [11] the cohesive zone model 
predictions were compared to fracture mechanical predictions of the crack front shape during the 
process of interface bond failure. 

The basic joint geometry considered consists of two partly overlapping shells, bonded 
along a thin adhesive layer. In this case the thickness of the adherends are required to be 
significantly higher than that of the adhesive layer, and it is assumed that the fracture process is 
limited to the bond region. The significance of fracture process zone parameters is investigated. 
 
 
Fracture mechanics 
 
The edge of the bond zone is regarded as an interface crack front, which is subject to combined 
mode I, II and III loading. The energy release rate, G, and the mode I, II and III contributions to  G  



can be calculated by the coupling of an inner, fracture mechanics based solution close to the crack 
tip with an outer solution for the stress state in the adherends. 

The relation between the energy release rate and the stress intensity factors KI, KII and KIII 
is given by 
 

 ( )2 2 2s
I II III2

s s

11 1 1 1 1 1G = K K K
cosh ( ) 2 E E 2 E E

⎛ ⎞ ⎛ ⎞+ ν+ ν
+ + + +⎜ ⎟ ⎜ ⎟πε ⎝ ⎠ ⎝ ⎠

 (1) 

 
The subscript ( )s refers to the lower plate, which may have elastic properties Es  and νs different 
from those of the top plate. In (1)  ε  denotes the bimaterial index. 

A family of interface fracture criteria formulated in Jensen et al. [12] is applied in the form 
 
 I 2 II 3 III 1cG + G + G  = Gλ λ  (2) 
 
where  λ2  and  λ3  denote parameters between 0 and 1 adjusting the relative contributions of mode 
II and III to the fracture criterion, and  G1c  is the mode I fracture toughness of the bond. 

The criterion (2) has been applied to thin film debonding problems in e.g. Jensen et al. [12] 
and Jensen and Thouless [13]. The fracture criterion captures the mixed mode dependence of 
interface fracture toughness due to plastic deformation at the crack tip [8] or rough crack faces 
contacting under mode II and III dominant loading conditions (Evans and Hutchinson [14] and 
Jensen [15]). 

The application of (2) requires a separation of the energy release rate into mode I, II and III 
components, This follows from the definitions of the phase angles of loading  ψ  and  φ  introduced 
in Jensen et al. [12] 
 

 
( )
( )

i
I II III

i
I II

Im (K iK )h Gtan  =   ,  cos  = 
GRe (K iK )h

ε

ε

+
ψ φ

+
 (3) 

 
where  i  is the imaginary unit (i = 1− ),  ε  is the bimaterial constant and  h  is the thickness of the 
top plate. The results below are presented for the case of a large difference in bottom and top plate 
thickness but this is not a restriction on the method. 
 The fracture mechanical approach to interface crack propagation works by increasing the 
load incrementally until (2) is exceeded. A crack growth criterion point wise along the crack front 
during further incremental loading is assumed of the type 
 

 ( )( )2 2 2
1 2 3 1 = 1 (1 )sin sin (1 )cos

p

i i cC C G Gε λ ψ φ λ φ+ + + − + − −n%  (4) 

 
Here, Ci  denotes the crack front curve at increment number  i , which has the unit normal vector  n  
and  ε%  and  p  are parameters chosen so that during incremental loading the fracture criterion is 
satisfied along the propagating part of the crack front, and the fracture criterion is not exceeded 
elsewhere. 
 
 
Results and discussion 
 
Results are presented below for the case of planar plates subject to in-plane loads. The following 
parameters are introduced 
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c 2 2

2
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λ
ν λ − ω
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 (5) 

 
The angle  ω  is a weak function of the elastic mismatch in the system. It has been tabulated in Suo 
and Hutchinson [16] and for most systems  40o < ω < 60o . 
 The stress, σc , has the interpretation as being the critical stress required to propagate a 
plane strain edge crack under steady-state conditions. 
 In Fig. 1 shapes of initially circular bond regions during fracture are shown. Results are 
presented for three values of parameters in the fracture criterion (2) characterised by  k  in (5). 
 
 
 

 
 
 

Fig. 1. Shapes of circular bond during failure for three different fracture criteria. 
 
Initial stable crack propagation in the bond region is predicted indicating a significant residual 
strength of the bond after initial failure. The failure strength of the bond is denoted by  σ0  and is 
obtained as part of the numerical predictions. The initial stable crack propagation following 
initiation is illustrated in Fig. 2 where the stress required to propagate the crack is shown as a 
function of the relative area change of the bond region, which is introduced as a measure of the 
amount of crack growth. 
 The bond strength, σ0 , is written as 
 

 
( )

1c
0 2 2

2p

2EG1 = 
(1- ) 1+( 1)sinhF

σ
ν λ − ω

 (6) 

 
where  Fp  denotes the peak value of the left hand side of (2) along the crack front for a given 
applied external load. 
 



 
 

Fig. 2. Stress for crack propagation as a function of relative area change of bond region. 
 
As seen in Fig. 2 the residual strength of the bond is sensitive to the interface fracture criterion. The 
classical mode independent Griffith fracture criterion corresponds to  k = 3 . 
 As described, the cohesive zone model assumes the bond region to be described by non-
linear springs. A tri-linear relationship between crack surface tractions and crack opening 
displacements is assumed (Feraren and Jensen [11]). A measured traction separation law is shown 
in Fig. 3 for a glass fibre epoxy beam. 
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Fig. 3. Measured traction vs. separation law. 



A comparison between calculated shapes of the crack front based of the fracture mechanics 
approach and the cohesive zone model is shown in Fig. 4. A good agreement is observed. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.  Crack front predicted by fracture mechanics and cohesive zone model. 
 
The advantage of the cohesive zone model over the fracture mechanical model is that large 
curvature of the crack front is allowed for. Also plastic deformation in large scale in the adherends 
can be taken into account. A realistic situation in adhesive bond problems is the occurrence of 
trapped air-bubbles or flaws, which reduces the strength of the bond. In Fig. 5 the shape of a crack 
propagating at an interface and interacting with a circular flaw is shown. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig. 5. Predicted crack front shape around a circular interface flaw. 
 
The stress vs. relative area change prediction corresponding to Fig. 5 are shown in Fig. 6 by which 
the reduction in bond strength can be predicted. The three curves in Fig. 6 denoted A, B and C 
correspond to three cohesive laws with the same toughness but different strength. 
 
 
 
 

symmetry 



 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Stress vs. relative area change for three cohesive laws. 
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Abstract

The reduced basis element method is a new approach for approximating the solution
of problems described by partial differential equations. The method takes its roots in
domain decomposition methods and reduced basis discretizations [1–5].

The basic idea is to first decompose the computational domain into a series of sub-
domains that are similar to a few reference domains (or generic computational parts).
Associated with each reference domain are precomputed solutions corresponding to the
same governing partial differential equation, and the same boundary conditions, but
solved for different choices of some underlying parameter. In this work, the parameters
are representing the geometric shape associated with a computational part. The approx-
imation corresponding to a new shape is then taken to be a linear combination of the
precomputed solutions, mapped from the reference domain for the part to the actual
domain [6].

We discuss the basic ideas related to the construction of the basis functions and to
”gluing” the local approximations together in the multidomain case. We also discuss the
computational cost associated with this approach, as well as a posteriori error bounds
in order to certify the quality of the reduced basis approximations. Finally, we present
application of the method to a thermal fin problem [7], and to simulating hierarchical
flow systems [8, 9].

This is joint work with Professor Yvon Maday at Laboratoire Jacques-Louis Lions,
Université Pierre et Marie Curie, and with Dr. Alf Emil Løvgren at Department of
Mathematical Sciences, Norwegian University of Science and Technology.
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Summary Accurate integration of inelastic constitutive models including damage is a challenging task
due to the different nature of plastic/viscous and damage evolution processes. Stability of the integration
scheme is guaranteed if all the eigenvalues of the stabilitymatrix have modulus less than unity. For standard
implicit schemes this is automatically satisfied for plastic and viscous models, since all the eigenvalues of
the system’s Jacobian matrix are negative. However, for damaging materials the notion of stability is not
relevant, due to the unstable character of the damage process. Therefore, strongly dissipative implicit algo-
rithms, like backward Euler, do not perform well in integrating inelastic constitutive models with damage.
Application of discontinuos Galerkin type methods will be discussed.

Introduction
There are many different algorithms for the integration of inelastic constitutive models. However,
the fully implicit backward Euler scheme seems to be the mostpopular, although it is only first-
order accurate [1, 2, 3]. In practical problems, especiallyin those of creep and viscoplasticity,
the time steps are often large, several magnitudes larger than the critical time step of some explicit
methods, e.g. the forward Euler method. Therefore, the integrator should be unconditionally stable
and sufficiently accurate for large time steps.

As shown in [4], the asymptotic convergence rate does not necessarily reflect high accuracy
outside the asymptotic range, which usually means step sizes smaller than the critical time step of
the explicit Euler method. For large time steps, the first-order accurate backward Euler method
seems to be more accurate than many higher-order schemes. Therefore, an integrator for inelastic
constitutive models should be at least [4, 5]:

• L-stable
• and forσ̇ + λσ = 0, λ = constant, the stability function should be

- strictly positive, and
- monotonous with respect to time step.

It is obvious that the standard backward Euler scheme fulfills these requirements.
When damage is included in the constitutive model, behaviour of the solution of the governing

evolution equations is completely different from that of viscous and plastic solutions. Solutions of
problems in creep, plasticity and viscoplasticity are diffusive and decay exponentially with time
whereas damage produces reactive type of solutions growingexponentially with time.

To demonstrate the difference of the solution types, a simple uniaxial Maxwell type creep
model is considered first. The inelastic strain rate is defined asǫ̇i = τ−1

vp (σ/σr), whereτvp is the
viscosity parameter andσr is an arbitrary reference stress. The resulting evolution equation for the
stress is the following simple first order ordinary differential equation with constant coefficients

σ̇ +
E

τvp

σ

σr
= Eǫ̇ (1)

whereE is the Young’s modulus anḋǫ is the total strain rate. With the initial conditionσ(t0) = σ0,



the nondimensional form of the problem is

ẏ +
1

τvpǫr
y =

ǫ̇

ǫr
, y(t0) = y0 (2)

wherey = σ/σr, y0 = σ/σ0 andǫr = σr/E. Typically, in non-linear finite element codes the
strain rate is constant over an increment (ǫ̇ = ǫ̇c), in which case the solution of problem (2) can be
expressed in a closed form as follows

y(t) = τvpǫ̇c

[
1 +

(
y0

τvpǫ̇c
− 1

)
exp

(
− t− t0
τdǫr

)]
. (3)

Notice thaty(t) −→ τdǫ̇c ast −→ ∞.
For a damage, if a slightly modified Kachanov/Rabotnov type evolution equation is chosen,

the constitutive model can be written in the form

σ = (1 −D)Eǫ, and Ḋ =
1 +D

τd

(
Y

Yr

)r

, (4)

whereD is the nondimensional scalar damage variable,Y is the thermodynamic force, conjugate
to the damage ratėD and has the expressionY = 1

2Eǫ
2. The reference valueYr is chosen as

Yr = 1
2σr

2/E. (5)

For a constant strain rate loading,ǫ(t) = ǫ̇ct, and initial conditionD(t0) = D0, the solution of the
damage evolution equation (4)2 is

D = (1 +D0) exp

{
ǫr

(2r + 1)τdǫ̇c

[(
ǫ̇ct

ǫr

)2r+1

−
(
ǫ̇ct0
ǫr

)2r+1
]}

− 1. (6)

Performance of different time integrators for the model evolution equations (1) and (4) is
shown in Fig. 1 for single time step computation as a functionof the nondimensional time step,
normalized with respect to the relaxation timesτvpǫr andτdǫr. In creep analysis, conditionally sta-
ble explicit methods are not feasible due to the restrictingcritical time step. The implicit backward
Euler method in turn seems to be the most popular integrator for inelastic constitutive models. This
is probably due to its good accuracy properties when time steps are large [4]. An intepretation by
Alberty and Carstensen [6] is that the backward Euler schemehas “additional exactness properties
in some examples”. The discontinuous Galerkin method with linear interpolation, dG(1), is inte-
grated using either the the two point Gauss-Legendre or the two point Gauss-Lobatto quadratures.
When the integrals in the dG(1) scheme are underintegrated by using the two-point Gauss-Lobatto
scheme (endpoint rule) the dG(1) scheme is identical to the Lobatto IIIC type implicit Runge-Kutta
method, see Ref. [7], which also exhibits good accuracy properties for large time steps [4, 5].

Unfortunately, the good behaviour of the simple backward Euler scheme for plasticity and
viscoplasticity computations is not inherited for damage models. The backward Euler scheme
even blows up when∆t/τd = (ǫr/ǫ)

2r. The fundamental difference of models (1) and (4)2, when
written in a generic forṁy = f(y), is that the eigenvalues of the Jacobian∂f/∂y are negative for
the creep model and positive for the damage model. Solutionsare either “diffusive”, exponentially
decaying, Eq. (3), or “reactive”, exponentially growing, Eq. (6).
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Figure 1: Performance of different integrators in a single step computation under uniaxial constant strain-
rate loading. (a) Creep model (1) withτvpǫ̇c = 1 andt0 = 0, (b) damage model (4) withτdǫ̇c = 1 and
t0 = 2τdǫr. Abbreviation dG(1)-L denotes the dG(1)-scheme with two point Gauss-Lobatto integration,
while dG(1)-G stands for the dG(1)-scheme with two point Gauss-Legendre integration and eRK-2 for the
explicit two stage Runge-Kutta scheme.

Due to the unstable character of the damage process, there isno limiting critical time-steps
for explicit methods. Even the most simple time-integrator, the explicit forward Euler scheme,
performs better than its implicit counterpart. As it can be seen from the Fig.1b, the second order
accurate explicit two-stage Runge-Kutta scheme (eRK-2) performs well. In this simple example,
the dG(1)-scheme is clearly the best, both in asymptotic convergence rate and accuraty when time
steps are large.

Constitutive model
In this paper, the integration schemes are tested for a modelwhich describes the strain-rate depen-
dent ductile-to-brittle transition [8]. The ductile behavior is considered as a viscoplastic feature,
whereas the strain softening behaviour, after reaching thetransition strain-rate, is dealt with a
continuum damage model.

Thermodynamic formulation
The constitutive model is derived using a thermodynamic formulation, in which the material be-
haviour is described completely through the Helmholz free energy and the dissipation potential in
terms of the variables of state and dissipation and considering that the Clausius-Duhem inequality
is satisfied [9].

The Helmholtz free energy
ψ = ψ(ǫe, ω) (7)

is assumed to be a function of the elastic strains,ǫe, and the scalar integrity parameter,ω, describ-
ing damageω = 1 −D. For undamaged materialω = 1 andD = 0, whereas the material is fully
damaged whenω = 0 andD = 1. Restricting the discussion to linear kinematics, the infinitesimal
strain tensor,ǫ, can be additively decomposed into elastic and inelastic parts as

ǫ = ǫe + ǫi. (8)



As usual in the solid mechanics, the dissipation potential

ϕ = ϕ(σ, Y ) (9)

is expressed in terms of the thermodynamic forcesσ andY dual to the fluxeṡǫi andω̇, respectively.
The dissipation potential is associated with the power of dissipation,γ, such that

γ =
∂ϕ

∂σ
: σ +

∂ϕ

∂Y
Y. (10)

Convexity is not a prerequisite for the dissipation potential but the condition that the product
(∂ϕ/∂σ) : σ + (∂ϕ/∂Y )Y is non-negative.

The Clausius-Duhem inequality, in the absence of thermal effects, is formulated as

γ ≥ 0, γ = −ρψ̇ + σ : ǫ̇, (11)

whereρ is the material density. Using decomposition (8) and defining that∂ψ/∂ω = Y , the
definition (10) and expression (11)2 results in equation

(
σ − ρ

∂ψ

∂ǫe

)
: ǫ̇e +

(
ǫ̇i −

∂ϕ

∂σ

)
: σ +

(
−ω̇ − ∂ϕ

∂Y

)
Y = 0. (12)

Then, if eq. (12) holds for any evolution ofǫ̇e, σ and Y , inequality (11) is satisfied and the
following relevant constitutive relations are obtained:

σ = ρ
∂ψ

∂ǫe
, ǫ̇i =

∂ϕ

∂σ
, ω̇ = − ∂ϕ

∂Y
. (13)

Particular model
A particular expression for the free energy, describing theelastic material behaviour with the
reduction effect due to damage, is given by

ρψ =
1

2
ωǫe : Ce : ǫe (14)

whereCe is the elasticity tensor.
To model the ductile-to-brittle transition due to increasing strain-rate, the dissipation potential

is decomposed into the brittle damaging part,ϕd, and the ductile viscoplastic part,ϕvp, as

ϕ(σ, Y ) = ϕd(Y )ϕtr(σ) + ϕvp(σ), (15)

where the transition function,ϕtr, deals with the change in the mode of deformation when the
strain-ratėǫi increases. Applying an overstress type of viscoplasticity[10, 11, 12] and the principle
of strain equivalence [13, 14], the following choices are made to characterize the inelastic material
behaviour:

ϕd =
1

r + 1

Yr

τdω

(
Y

Yr

)r+1

, (16)

ϕtr =
1

pn

[
1

τvpη

(
σ̄

ωσr

)p]n

, (17)

ϕvp =
1

p+ 1

σr

τvp

(
σ̄

ωσr

)p+1

, (18)



where parametersτd, r andn are associated with the damage evolution, and parametersτvp andp
with the visco-plastic flow. In addition,η denotes the inelastic transition strain-rate. The pseudo
relaxation timesτd andτvp have the dimension of time and the exponentsr, p ≥ 0 andn ≥ 1
are dimensionless.̄σ is a scalar function of stress, e.g. the effective stressσeff =

√
3J2, where

J2 is the second invariant of the deviatoric stress. The reference valuesYr andσr can be chosen
arbitrarily, and they are used to make the expressions dimensionally reasonable.

Making use of Eqs. (8) and (13), choices (14)-(18) yield the following constitutive equations:

σ = ωCe : (ǫ− ǫi) , (19)

ǫ̇i =

[
ϕd

(τvpη)nωσr

(
σ̄

ωσr

)np−1

+
1

τvpω

(
σ̄

ωσr

)p
]
∂σ̄

∂σ
= g(σ̄, ω)

∂σ̄

∂σ
, (20)

ω̇ = − ϕtr

τdω

(
Y

Yr

)r

. (21)

Moreover,

Y = ρ
∂ψ

∂ω
=

1

2
(ǫ− ǫi) : Ce : (ǫ− ǫi) =

1

2ω2
σ : C−1

e : σ. (22)

Properties of this model are discussed in [8]. However, it should be mentioned that the Clausius-
Duhem inequality (11) is satisfieda priori for any admissible isothermal process. In addition, the
constraint for the integrityω thatω ∈ [0, 1] is satisfied automatically, sinceω(x, 0) = 1, ω̇ ≤ 0
andω̇ → 0 asω → 0.

Algorithmic treatment
Using matrix notation, the constitutive model (19)-(21) isrewritten in the form

σ̇ = fσ(σ, ω), (23)

ω̇ = fω(σ, ω) (24)

where

fσ(σ, ω) = ωCe(ǫ̇ − ǫ̇i) +
fω

ω
σ = ωCe

(
ǫ̇ − g(σ̄, ω)

∂σ̄

∂σ

)
+
fω

ω
σ, (25)

fω(σ, ω) = − ϕtr

τdω

(
Y

Yr

)r

. (26)

The backward Euler method
Applying the backward Euler scheme and the Newton’s linearisation method to the evolution
equations (23) and (24) results in the linear system of equations1

[
H11 h12

hT
21 H22

]{
δσ
δω

}
= ∆t

{
fσ

fω

}
−

{
∆σ

∆ω

}
, (27)

where

H11 = I − ∆t
∂fσ

∂σ
, h12 = −∆t

∂fσ

∂ω
, (28)

hT
21 = −∆t

∂fω

∂σ
, H22 = 1 − ∆t

∂fω

∂ω
. (29)

1The symbols∆ andδ refer to incremental and iterative values,σi+1
n = σi

n + δσi

n, ∆σi

n = σi

n − σn−1, where
the sub- and superscripts refer to step- and iteration numbers, respectively.
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Figure 2: Discontinuous Galerkin method, dG(1); notation.

The algorithmic tangent matrix, i.e. the Jacobian of the algorithmic stress-strain relation, has
the simple form

C = ωH̃
−1

11 Ce, (30)

where
H̃11 = H11 − h12H

−1
22 hT

21. (31)

Due to the damage the Jacobian matrix is in general nonsymmetric. The Jacobian matrix is a
necessity for the Newton’s method to obtain asymptoticallyquadratic rate of convergence of the
global equilibrium iterations. Notice that the Jacobian (30) can be ill-conditioned whenH22 ≈ 0.

The discontinuous Galerkin method
Denoting the evolution equations (23) as

ẏ = f(y), (32)

wherey = [σ, ω]T andf = [fσ, fω]T . The discontinuous Galerkin method of degreeq can be
stated as follows[15]. For a given time intervalIn = (tn, tn+1] find y (polynomial of degreeq)
such that ∫

In

(ẏ − f(y))T ŷ dt +JynKT ŷ+
n = 0. (33)

For the test functionsy, polynomials of degreeq are used. The notationsy+
n andy−

n are the limits
y±

n = limǫ→0 y(tn ± |ǫ|), JynK = y+
n − y−

n . These notations are illustrated in Fig. 2.
After the Newton’s linearisation step, the following system of linear equations is obtained

[
A11I − M11 A12I − M12

A21I − M21 (1 +A22)I − M22

]i {
δy−

δy+

}

=

{
r1

r2

}i

−
[
A11I A12I

A21I A22I

]{
y−

y+

}i

−
{

0

y+i
n − y−

n

}
, (34)

where

Aij =

∫

In

NiṄj dt , M ij =

∫

In

Ni

∂f

∂y
Nj dt , ri =

∫

In

Nif dt , (35)

andNi’s are the linear interpolation functionsN1 = (t− tn)/∆t,N2 = 1 − (t− tn)/∆t, which
can be collected into a row vectorN = [N1, N2].



Partitioning the unknows in the vectory asy =
[
(σ−)T , (σ+)T ,ωT

]T
, whereω = [ω−, ω+]

T ,
the coefficient matrix on the right hand side of Eq. (34) can bewritten as

JdG(1) =




B11 B12 G1ω

B21 I + B22 G2ω

Gω1 Gω2 Gωω


 , (36)

where

Bij = AijI − Mσij , Mσij =

∫

In

Ni

∂fσ

∂σ
Nj dt , (37)

Giω = −
∫

In

Ni

∂fσ

∂ω
N dt , Gωi = −

∫

In

NT ∂fω

∂σ
Ni dt , (38)

Gωω = Ã −
∫

In

NT ∂fω

∂ω
N dt , Ã =

[
A11 A12

A21 1 +A22

]
. (39)

The Jacobian of the algorithmic stress-strain relation forthe dG(1)-method has the form

C = ω(B̃11 − B̃12B̃
−1

22 B̃21)
−1(I − B̃12B̃

−1

22 )Ce, (40)

where
B̃ij = Bij − GiωG−1

ωωGωj . (41)

Explicit-implicit split
From the results of the subsequent section, it seems that thedG(1)-method performs well in com-
puting inelastic material behaviour with damage. The only drawback is that the method is twice
as laborous as the backward Euler scheme. One alternative strategy could be an explicit-implicit
split strategy, where the reactive like damage component isintegrated by explicit schemes, like
two-stage explicit Runge-Kutta method, and the diffusive part using an implicit scheme. The
split can be performed when there exists at least one positive eigenvalue in the Jacobian matrix
J = ∂f/∂y. At that state use of a similarity transformation,J = TΛT−1, whereΛ is a diagonal
matrix containing the eigenvalues ofJ , and the coordinate transformationz = Ty will result in

ż = Tf(T−1z). (42)

Now, the vectorz can be divided into two partsz− andz+, corresponding to negative and positive
eigenvalues of the Jacobian, respectively. The componentsz+ is then integrated with an explicit
scheme keeping the componentz− fixed after which the componentz− is integrated with an
implicit scheme keeping the new values ofz+ fixed.

Numerical example
Performance of the integrators is tested for the coupled viscous-damage model (19)-(21). For
simplicity the transition function is assumed to be unity inthis example, i.e.ϕtr ≡ 1. The accu-
racy properties, when sufficiently large time steps are used, is of primary interest. The following
material parameters are used: Young’s modulusE = 40 GPa, reference stressσr = 20 Mpa, the
viscocity parametersτvp = 1000 s,τd = 0.2 s and the exponentsp = r = 4. The reference valueYr

is chosen as in Eq. 5.
The stress-strain curves for an uniaxial constant strain rate ǫ̇c = 5 · 10−4 s−1 are shown

in Fig. 3, where the true dG(1) solution, i.e. discontinuous, piecewise linear approximation is
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Figure 3: Uniaxial constant strain-rate loading.

depicted. To keep the figure readable, the endpoint solutionvalus for the dG(1) methods are
connected in Fig. 4, where the stress, damage and inelastic strain are shown as a function of strain.
Ten equal time steps are used for strain up to4ǫr, thus∆t = 0.4 s. Inability of the backward
Euler scheme to capture the damage evolution well is clearlyvisible in these figures. The “exact”
solution shown in Figs. 3 and 4 is obtained by using the dG(1)-method with time step∆t = 8·10−4

s, resulting in 5000 steps in the range shown in Fig. 4. Estimated relative error for this solution is
less than 10−5.

Concluding remarks
Behaviour of some time-integrators has been investigated for damaging inelastic material models.
Due to the unstable nature of damage, the conventional backward Euler method does not perform
well. Oscillations in the damage variable can result in convergence problems in the local Newton
iteration at the integration point level. The discontinuous piecewise linear Galerkin method seems
to perform well. It is third order method, but it has also goodaccuracy properties for large time
steps. If purely plastic/viscoplastic problems are to be solved, the classical backward Euler method
is a good choise. Evaluating the integrals in the dG(1)-scheme by the two point Gauss-Lobatto
quadrature, results in a asymptotically second order method which gives accurate solutions also
for large time steps. However, when combining the inelasticdeformation with damage, the dG(1)
scheme with two point Gauss-Legendre quadrature is better both in the asymptotic range and for
large time steps.

Future work will include implementation of the explicit-implicit split method.
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Summary This paper proposes a general solution to the well-known problem of kinematic over-
determinacy when driving a mechanical model from measured data in the form of marker tracjectories.
The proposed solution is based on solving an appropriate constrained weighted least-squares optimization
problem for each discrete time step with the system coordinates as unknowns. The method is demonstrated
on a 12 degree-of-freedom 3-D rigid-body model of gait.

Introduction

When it is desired to drive a musculo-skeletal model from motion capture data for inverse dynam-
ics analysis, it is very often the case that the resulting setof equations will be over-determinate,
i.e. the measurement results in more measured degrees-of-freedom (DOF) than the DOF of the
model. As these measurements are affected by skin-artifacts, which is the primary source-of-error,
noise, and small modeling errors, kinematic analysis remains a difficult task.

Several solutions to this problem have been posed in the literature. They are essentially split into
two groups: 1) methods that work on a segment-to-segment basis [1, 2], and 2) methods that
use model information, such as joint constraints, to reducethe effects of skin-artifacts [3, 4, 5].
However, none of these methods are in a form that can be used ina general purpose computer-aided
analysis system, where both forward and inverse kinematic analysis may be desired.

Kinematic Analysis - An Optimization-Based Approach

The first step in inverse dynamics is always to perform kinematic analysis to find the positions,
velocities and acceleration of the time-dependent system coordinates,q(t) ∈ Q, i.e. given some
system description we wish to findq(t), q̇(t) andq̈(t). We shall define the dimension ofq(t) asn.
In the rest of the paper, we shall only writeq and leave it understood that it is a time-dependent
variable.

For systems with holonomic constraints, the position analysis can be formulated as solving a set
of m equations [6]:

Υ ≡ Υ(q, t) = 0 (1)

These independent constraint equations are usually composed of constraints describing joints and
constraints that describe the motion. We shall assume that these equations are differentiable suffi-
ciently many times.



If there are as many constraint equations,m, as unknowns,n, this set of equations can be solved
numerically using methods like the Newton-Raphson method [6]. Additionally, the linear velocity
and acceleration equations can also be derived using the chain rule on equation (1). However, in
this paper we shall only focus on the case wherem ≥ n, i.e the system is either determinate or
over-determinate and there may not exist aq that solves equation (1) for some or all time steps.

Position Analysis

To accommodate this over-determinacy, we shall presume that it is possible to split equation (1)
into two sets:

Υ(q, t) =

[
Ψ(q, t)
Φ(q, t)

]
(2)

whereΨ ≡ Ψ(q, t) is a set of equations that only have to be solved “as well as possible” in
some sense and the remainingΦ ≡ Φ(q, t) equations have to be fulfilled exactly. For instance
when driving a musculo-skeletal model from motion capture data, a reasonable choice of these
sets would be that the experimental data belongs toΨ and joint constraints and additional driver
equations toΦ.

In other words, we want to solve the following optimization problem:

min G(Ψ(q, t))
q

s.t. Φ(q, t) = 0
(3)

One reasonable choice ofG would be a weighted least-square:

G(Ψ(q, t)) = Ψ(q, t)T W (t)Ψ(q, t) (4)

whereW (t) is a differentiable, time-dependent weight matrix.

This optimization problem is in general nonlinear and non-convex, which implies that for large-
scale systems, such as a full human body model, only local minimization is feasible.

Velocity Analysis

Having solved the optimization problem in equation (3), thesystem coordinates,q, will be known
for the discrete time steps where the optimization problem is solved. However, it still remains to
find the velocities and accelerations. Although an approximation of the velocities and accelerations
could be found by finite differences, it is indeed possible toderive exact equations for these as we
shall show in the following.

From local optimization theory, it is known that the Karush-Kuhn-Tucker (KKT) conditions are
the necessary conditions for optimality:

GT
q + ΦT

q λ = 0

Φ = 0
(5)

whereλ is known as the Lagrange multipliers and the subscriptq denotes the partial derivative
with respect toq. It is important to remember that this equation will hold forany time step the
optimization problem is solved.



As all involved functions are assumed to be differentiable,the velocity equations can be derived
by differentiation of equation (5) with respect to time using the chain rule and re-writing to matrix
form: [

GT
qq +

(
ΦT

q λ
)
q

ΦT
q

Φq 0

][
q̇

λ̇

]
=

[
−GT

qt − ΦT
qtλ

−Φt

]
(6)

Acceleration Analysis

Similarly to the velocity analysis, the acceleration equations can be derived by differentiation once
again with respect to time:

[
GT

qq +
(
ΦT

q λ
)
q

ΦT
q

Φq 0

][
q̈

λ̈

]
=

[
γ1

γ2

]
(7)

where:

γ1 = − 2
(
ΦT

q λ̇
)

q
q̇ − 2ΦT

qtλ̇ −
(
GT

qq q̇
)
q
q̇ − 2GT

qqtq̇ − GT
qtt − 2

(
ΦT

qtλ
)
q
q̇ − ΦT

qttλ

−
((

ΦT
q λ

)
q
q̇
)

q
q̇

γ2 = − (Φq q̇)q q̇ − 2Φqtq̇ − Φtt

(8)

Examples and Results

The method has been applied to a 12 DOF, 3-D, rigid-body gait model comprised of four segments
(pelvis, thigh, shank, and foot) and driven using measured marker trajectories from the Hip98
cd [7]. An illustration of the leg and the trajectories of themarkers are given in Figure 1.

(a) (b)

Figure 1: An illustration of the leg model. The red curves arethe trajectories of the measured markers and
the blue curves are the trajectories of the corresponding points in the model calculated from the analysis.

The kinematics of the model is formulated using the so-called full Cartesian formulation where
q is composed of translational and rotational coordinates for each segment [6]. We use Euler
parameters as the rotational coordinates. The hip joint is modeled as a spherical joint, the knee as
a revolute joint, and the ankle as a universal joint. These joints are put inΦ(q, t) together with the
constraints on the Euler parameters. The difference between the 7 measured marker trajectories
and their corresponding point in the model is used in the objective function, i.e inΨ(q, t) in
equation (4). This amounts to 37 equations and 28 unknowns.
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ż

(b)

0 0.2 0.4 0.6 0.8 1 1.2 1.4
−1.5

−1

−0.5

0

0.5

1

1.5

2

time [s]

a
cc

el
er

a
ti
o
n

[m s2
]

 

 
ẍ
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Figure 2: Trajectory of the translational coordinates of pelvis. (a) Position. (b) Velocity. (c) Acceleration.

When solving the optimization problem for position analysis, the weight matrix in equation (4) is
set to the identity matrix for all time steps. The resulting marker trajectories can be seen together
with the leg illustration in Figure 1. Hereafter, velocity and acceleration analysis is carried out and
the result for the translation of pelvis can be seen in Figure2.

As seen in Figure 1, the resulting motion closely resembles the measured motion. Additionally,
the solution of the velocity and acceleration equations give the expected result (see Figure 2).

Conclusion

In this paper we presented a new method for analysis of kinematically over-determinate systems
using optimization. Not only does the method allow us to handle practical over-determinate sys-
tems, it also provides methods for finding exact velocities and accelerations of the involved coor-
dinates.

The presented formulation holds for both forward kinematics, inverse kinematics and any possi-
ble combination of those. Actually, the same model has been produced using generalized joint
coordinates inq as verification and the two models produce exactly the same motion of the bodies.
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Summary This paper discusses the simulation of forces creating motion in robotic and musculoskeletal
systems. Main focus is put on the treatment of dynamic equilibrium for a redundant force system. The
dynamic equilibrium during movement is solved through a temporal �nite element form for treatment of
target-controlled movements. Different criteria for optimality can be introduced. It is concluded that this
method is able to describe the optimal movements, and that the criteria affect the resulting movements.
With respect to musculoskeletal simulations, it can be concluded that existing numerical descriptions for
muscular behavior are missing some important aspects.

Introduction
Computational modeling of load-carrying structures is a conventional tool in mechanical, struc-
tural and robotic engineering. These modeling possibilities are more or less general in their rep-
resentation of the behavior of the structures and components, when subjected to load. Many such
tools have also been used for bio-mechanical problems, in the form of special simulation packages,
such as the Danish project AnyBody (http://anybody.auc.dk), as specialized additions to general
simulation programs for rigid mechanisms, e.g. ADAMS (MSC Software, Santa Ana, CA, USA),
or as components in e.g. car crash simulations with general elasto-dynamic programs, [1]. In or-
der to allow for these extremely complex simulation models, signi�cant simpli�cations of the real
behavior of the biological systems are often necessary. These simpli�cations thereby often repre-
sent the human body parts as rigid, undeformable links, connected by perfect hinges and affected
by very simpli�ed muscle models � 'rubber-band' or at best 'Hill-type', [2]. The created bio-
mechanical models can be subjected to active or passive forces, and predict with some accuracy
the expected response of the modeled object, at least for rather common situations of, primarily,
repetitive movements at reasonable loading levels.
The musculoskeletal system is, in contrast to a robotic system with well-de�ned actuators, a highly
redundant force system for most loading cases, [3]. The indeterminacy in force distribution is
related to the high number of alternative components over most joints. The redundancy allows
very complex movements under neural control, but causes computational dif�culties when sim-
ulating the behavior. The control system must be modeled in simulations of any will-controlled
movements, [4], when evaluating the response to external forces. It is, however, not always easily
represented, as it consists of several levels of learnt and instant control, [5].
The exact functioning of the control system is not fully known, but a common approach is to
assume that the forces are distributed between the muscles following some optimization rule:
minimum forces, nominal efforts, activation, energy consumption, maximum smoothness, etc. In
simulations, these can be formulated as mathematical rules, and solutions thereby obtained. Sev-
eral investigations have, however, pointed to the fact that there is probably no universal rule for
this distribution of forces, [6]. A special aspect of this is the distribution of forces between syner-
gistic muscles, [7], which is often seen as a static or dynamic optimization problem, [8]; several
methods and criteria for static optimization can easily be set in a common algorithm, [9]. An in-
teresting question is related to the similarities and differences obtained with different criteria for



optimality, and also the possibilities to introduce kinematical and strength restrictions in the search
for optimal movements. Rapid dynamic situations emphasize the problems.

Numerical formulation of dynamics
With Nd displacement coordinates describing the current con�guration, the dynamic problem is
governed by Ne ≡ Nd equilibrium equations. Allowing very general formulations, these are for a
speci�c time instance t collected as, [10]:

Ma(t) + f(q(t), v(t))− p(t)−Ecc(t) = 0 (1)

using the mass matrix M together with the coordinates q(t), velocities v(t) and accelerations a(t).
The vector f describes all internal forces and displacement affected loads. Known external force
variations are described by p(t), and the effects of Nc control forces c(t) by an action description
matrix Ec, of size Nd ×Nc. With these assumptions, a time instance residual form is written:

e(t) ≡ e(q(t), v(t), a(t), p(t), c(t); t) = 0 (2)

for a speci�c structural system.
In the simulation, the whole movement is described by a collection of time stations:

Q =
[
Q0 T , Q1 T , Q2 T , . . . , QNt T]T (3)

where
Qj = Q(tj) ≡ (

q1(tj), q̇1(tj), q2(tj), . . . , q̇Nd
(tj)

)T (4)

when a time interval T is discretized by Nt +1 equally spaced time stations: tj = j · T
Nt

(0 ≤ j ≤
Nt); Q is a vector of length 2Nd(Nt + 1).
The whole set of unknown control force components is collected as:

C =
[
C1 T , C2 T , . . . ,CNk T]T (5)

where
Cj T = c(τ j) ≡ [

c1(τ j) , c2(τ j) , . . . , cNc(τ
j)

]
(6)

for 0 ≤ τ j ≤ T , and 1 ≤ j ≤ Nk, a set of control time instances.
Through a Hermitian third-order interpolation of the displacement coordinates, and a linear for the
controls, a global system of equilibrium equations can be formulated:

E(Q,C,P ) = 0 (7)

A set of Nb linear boundary conditions on the discrete coordinates are introduced by:

B(Q) ≡ BQ Q− bQ = 0 (8)

In addition, the displacements and control forces are restricted by mechanical, anatomical or phys-
iological limits. These can be described as:

BG

(
Q
C

)
− bG ≥ 0 (9)

obtained from a repetition of time instance restrictions.



Optimization problem
With excessive control force components available, an optimal solution can be sought. This needs
a `cost' or `performance' function to minimize: one class measures some aspect of the needed
control forces, another class the displacements. Of the latter class, seeking an optimally smooth
movement, a jerkiness `cost' can be formulated, based on the idea in [11]. This leads to an opti-
mization problem, [12]:

mimimize Πz ≡ Π(z)
under equality constraints b1(z) = 0

and inequalities b2(z) ≥ 0
(10)

where the unknown z contains both the displacements and the control forces:

z =
(

Q
C

)
(11)

The equalities are the non-linear equilibrium equations and the linear boundary value conditions,
whereas the restrictions lead to, normally linear, inequalities
An in-house optimization function based on sequential linear programming was developed for the
stated problem, [10, 13]. In a more general, but also more computationally expensive, approach, a
standard package for constrained optimization was used. The function `fmincon' included in the
`Optimization toolbox' of Matlab offers a suitable format for solving the stated problem; it uses
a sequential quadratic programming approach. An estimate of the Hessian of the Lagrangian is
updated in each iteration using a BFGS method, [12]. A line search is performed in each iterative
step.

Demonstration example
As one example, a speci�ed movement of a sagittal model of an upper limb was studied. Given
anatomical and physiological data, a set of results were obtained, clearly indicating the effects of
the optimal movement strategies as a function of, e.g., the restrictions on muscular forces and joint
movement ranges, as well as on the time de�ned for the speci�ed movement. Numerical conclu-
sions on the used optimization method, and the time discretization were also drawn. Performed
experiments also verify the importance of correctly specifying the time variation of displacements
at the initial and �nal stages.

Concluding remarks
The present paper discusses the treatment of dynamics of a redundant robotic or musculoskeletal
system through optimizations methods. Discussed basic formulations were shown to give good
tools for the analysis of postures and movements. It was concluded that the mechanical formula-
tions strongly affect the results, but also that the criteria behind an assumed neural optimization
criterion are very important for the simulated behavior.
As a description of real human movements, the descriptions of course have some shortcomings,
as they are not closely enough related to physiological behavior. In addition to not considering
the neural control of movement, the muscular descriptions are over-simpli�ed. The demands for a
better representation of the history dependence in muscular force production is emphasized by the
examples.



As the used algorithms establish very large systems of equations, computational ef�ciency is es-
sential. In the present context, good use can be made of a sparse matrix solvers, but it is believed
to be possible and important to develop other solution methods, where the full matrix is never
needed. Efforts are presently devoted to a partial inversion of the stated problem in Eq. (10), aim-
ing at usage of a `CCSA' optimization algorithm, [14].
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As a result of their wide use in the form of sensors and actuators, much interest has been 
focused on the reliability and failure behavior of piezoelectric materials.  This leads to the 
need to develop techniques for predicting crack growth under monotonic and fatigue 
loading (both mechanical and electric).  To this end, accurate methods are required for 
calculating stress and electric flux density intensity factors in these materials.  The 
solution is affected by the mechanical and electrical coupling, as well as material 
anisotropy in its poled state.   
 
In this study, a conservative integral is derived for calculating the intensity factors 
associated with piezoelectric material for an impermeable crack.  This is an extension of 
the M-integral or interaction energy integral for mode separation in mechanical problems.  
In addition, the method of displacement extrapolation is extended for this application as a 
check on results obtained with the conservative integral.  The crack is assumed along the 
x-axis in the xy – plane.  Poling is at an arbitrary angle with respect to the crack plane 
with poling within the z = 0 plane. These methods were extended in this study in order to 
calibrate specimens for carrying out fracture tests in piezoelectric materials. 
 
To obtain the M-integral, use is made of the relation between the energy release rate and 
the J-integral.  The former is given by 
 

kLk
2
1 1−= TG         (1) 

where k is the intensity factor vector, namely ][k IVIIIIII
T K,K,K,K=  , and L is one of 

the Barnett-Lothe tensors.  The path independent J-integral is given by [1] 
 

( )dsEnDuThnJ ii,ii∫Γ +−= 111      (2) 

 
where Γ  is a path beginning at the lower crack face and ending at the upper crack face, h  
is the electric enthalpy density given by 
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1

2
1     (3) 

 
n  is the unit outward normal to Γ , jiji nT σ=  is the traction, iu  and iD  are the 
displacement and electric flux density fields, and 1E  is the electric field in the 1x -
direction.  The material properties consist of the stiffness tensor ijksC  which is measured 
with the electric field held constant, ijκ  is the permittivity tensor measured with the strain 
held constant and sije  is the array of piezoelectric coupling coefficients.  Indicial notation 
is used with 321 ,,s,k,j,i =  and the comma represents differentiation. 
 
To obtain the M-integral, two equilibrium solutions are assumed and superposed; this is 
possible since the material behaves linearly.  Thus, the expressions for the stress, strain, 
displacement, electric fields, the electric flux density and the intensity factors are written 
as a combination of two solutions.  The first solution is the sought after solution; the 
fields are obtained by means of a finite element calculation.  The second solution consists 
of four auxiliary solutions which are derived from the first term of the asymptotic 
solution.  By the usual manipulation, two expressions for the M-integral are derived and 
equated. 
 
Several problems are analyzed by means of the finite element method with the program 
ANSYS [2].  Eight noded quadrilateral coupled field elements are employed.  Quarter-
point elements are used at the crack tip, so that the square-root singularity is well 
modeled.  In order to accurately calculate the stress and electric fields at the crack tip, the 
mesh density is increased in that region.  Several benchmark problems are examined to 
demonstrate the accuracy of the method.  Numerical difficulties encountered resulting 
from multiplication of large and small numbers is solved by normalizing the variables.  
Since an analytical solution exists, a finite length crack in an infinite body is also 
considered.  In addition, a four point bend specimen subjected to both an applied load and 
an electric field is presented for a crack at an angle to the poling direction.  It is seen that 
neglecting the piezoelectric effect in calculating stress intensity factors may lead to 
errors. 
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Summary The effect of buckling on stress distribution in the crack tip vicinity is explored. The computed
stress state reveal that the buckling leads to a weaker crack tip singularity than the one of linear elastic
fracture mechanics. The change of the singularity has been studied in this work by post-buckling analysis
using FE method. The weaker singularity has been taken into account in a modified fracture mechanical
theory. The implications for fracture mechanical predictions are discussed.

Introduction

When thin cracked plates are subjected to tensile loading in a direction perpendicular to the crack
surface buckling is observed when the load exceed a critical limt. Experimental data by Dixon and
Strannigan [1], shows that the maximum stress at a crack tip was about 30 % for a buckled sample
in comparison to a sample where buckling was artificially held back. Li et al. [2] suggests that the
asymptotic stresses are singular but the singularity is weaker that the square root stress singularity
of linear fracture mechanics. The change of the singularity implies that the stress intensity factor
become undefined after buckling.

The buckling of thin plates containing cracks has been studied in previous works although most
investigators address prediction of the critical buckling load for various crack orientations (cf.
Markström and Storåkers [3] and Sih and Lee [4]). Recently Brighenti [5] also conducted an
investigation of postbuckled cracked plates using nonlinear FE analyses although the work mainly
focus on the critical buckling load.

Problem formulation

Consider a thin and rectangular shaped plate containing a crack. The plate consists of a homo-
geneous, isotropic elastic material described by the modulus of elasticity E and Poissons ratio ν.
The bending stiffness of the plate is D = Et3/[12(1 − ν2)]. One of two studied geometries, an
edge crack is given in Fig. 1. The other geometry is a centred cracked panel. The right half of that
geometry is defined also by Fig. 1.

The in plane stresses are divided into a membrane part given as a force per unit of thickness
Nxx, Nyy and Nxy and bending moment per unit of thickness Mxx,Myy and Mxy.

For the centered crack, the applied displacement on the constrained opposed edges v = v∞,
u = w = 0 and dw/dy = 0 on 0 ≤ x ≤ b (|x| ≤ b for the centre cracked plate) and |y| = h. All
other boundaries are traction free.

Because of the symmetric geometry and load across x = 0 and across y = 0 only one quarter
of the plate is studied. Plausible buckling modes are symmetry and antisymmetry for the out of
plane displacement w. The lowest buckling mode is obtained for w(x, y) = w(x,−y) = w(−x, y)



meaning that the plate moves either strictly toward z > 0 or to z < 0 (cf. Markström and Storåkers
[3]).

For low load, in the vicinity of the crack tip, stresses are assumed to be singular as expected for
linear fracture mechanics

σyy =
KI√
2πr

fyy(θ), (1)

where the polar coordinates r =
√

x2 + y2 and θ = tan−1(y/x) are used. The angular function
fyy(θ) is known. Straight ahead of the crack tip fyy(0) equals unity.

At post buckling loads it is assumed that the crack tip stresses may be written as

σyy = K(2πr)sgyy(θ), (2)

where gyy(θ) is chosen to be unity straight ahead of the crack tip.

Numerical method

To perform the buckling and the post-buckling analysis, the finite element method is utilized
through the commercial software ABAQUS [6]. With regard to the symmetry, the calculations
are performed using one quarter of the central cracked plate and one half of the edge cracked
plate. The following dimensions are used to describe the model: h/w = 1.5 and t/w = 0.0001.
Two different crack lengths are modeled for the centre cracked plate, i.e. a/w = 0.1 and 0.2,
respectively, and for the edge cracked plate a crack with a/w = 0.1 is investigated. The size of the
plate is assumed sufficient to represent very large plates. The relation between bending stiffness
and tensile stiffness enters the equations only through the ratio t/a, which is very small.

The element net uses 6-node triangular thin shell elements with five degrees of freedom per node.
Quadratic shape functions are used. The mesh region near crack tip is made denser as the distance
to the tip decreases. A denser element net is also used, where the number of nodes is doubled on
the edges and the distribution is kept the same as for the coarser case. The coarser case consists
of approximately 10 000 elements and the denser case up to approximately 37 000 elements. The
length of shortest side of the elements for the entire model is 1.310−6a for the coarser case and
6.510−7a for the denser case.

To obtain the post buckling responses a modified Riks method was used. This method appears
to be most successful among some suggested methods solving unstable problems Ramm [7] and
Crisfield [8]. It is able to obtain static equilibrium solutions for unstable problem where the load
magnitude is determined by one single scalar parameter. To be able to analyze the post-buckling
response the problem needs to be converted into a continuous response instead of bifurcation. A
geometric imperfection is introduced as a superimposed displacement field of a buckling mode
from the eigenvalue estimation and a scale factor is applied to the field to scale the applied imper-
fection. The basic of the modified Riks method is the Newton-Raphson method (cf. Riks [9], [10]).
The load magnitude taken into consideration as an additional unknown thus the method solves both
the load and the displacement at the same time on the equilibrium path. The implemented Riks
method by ABAQUS [6] uses an arc length to designate the progress of the calculation, Riks [11].
The choice of the size of the arc length is governed by the convergence rate-dependent, automatic



incrementation algorithm for static cases within the Abaqus standard solver. The finite element
implementation of the modification of Riks method is known to suffer from an inability to deal
with wrongly chosen direction of integration path along the response curve, thus the solution oc-
casionally get stuck in a loop (Silver et al. [12]; ABAQUS [6]).

Results

The analysis for the central cracked plate could be carried out to an extent of where the applied
load reached 100 times for the corresponding buckling load while for the edge cracked plate only
about 2 times the corresponding buckling load was reached.

The critical load is expected to increase with increasing thickness in proportion to t2. For di-
mensional reasons the critical buckling stress may therefore be written: σk = λE(t/a)2 , where
λ is a geometry and load case dependent dimensionless parameter. For the central crack with
a/w = 0.1, 0.2 and for the edge crack with a/w = 0.1 the result is 2.2883, 2.674 and 28.1835
respectively.

Figure 1: Comparison of stresses normalized by the applied stresses and scaled by the r|s|−dependence of
the unbuckled case straight ahead of the crack tip between pre- and post-buckling for the edge crack with
a/w = 0.1

Stresses in the x direction straight ahead of the crack tip normalized with the applied stresses and
the r-dependence of the unbuckled case are plotted against the distance from the crack tip normal-
ized with the crack length in a log-log diagram in Fig. 2. The comparison is made between the
last steps of the post-buckling analyses versus a buckle restrained case. The stress responses of the
buckle restrained case should maintain the characteristics of a case where linear fracture mecha-
nism is valid; therefore the slope of the curve should correspond to the square-root singularity in
a region close to the crack tip. By selecting the region between 10−5 < r/a < 10−4 an exponent
|s| in the r|s| depending stresses, is less than 1% below the theoretical value, -1/2. A difference
of inclination between the buckled case and the buckle restrained case indicates that a different
crack tip singularity is at play after the occurrence of buckling. To clearly identify the differences
of the singularity the normalized stress response is rescaled with rs where s = −0.505, is plotted
against r/a in Fig. 5, where s is the singularity calculated from the buckle restrained cases. The
result shows that the singularity is weaker in a post-buckled state. This result is in accordance with
the preliminary calculations by Li et al. [2].



Conclusions

A thin plate containing a central crack or an edge crack under tensile load in the direction perpen-
dicular to the crack surface was studied. FEM calculations of the post-buckling behaviour using
non-linear geometries have been conducted. The post-buckling calculation was performed by the
modified Riks method where the plate is considered as imperfect prior buckling.

The post-buckling analyses have shown that within a region of 0.0001a ahead of the crack tip the
stress field is found to be of the form r−sf(θ)

The field possesses a weaker singularity than a square root singularity that is found for in-plane
deformation. Already when the buckling load is exceeded by 100 times the singularity decreases
from -0.5 to -0.49, this applied load that causes a 2% drop of the singularity may seem quite small.
However, maximum stress in a sheet of paper containing a crack of the length of 20% of the width
at the moment of fracture is several thousand times larger than its buckling load and the drop of
singularity could be of considerably larger as load of such magnitude is reached.

Different a/w relations for the central cracks appears to have little influence on the weakening of
singularity. As a result by the presented data it can be concluded that if the apply load remain below
100 times the buckling load of the specimen then fracture criteria by linear fracture mechanics
should retain validity for a central crack. References
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[2] C, Li, R. Espinosa and P. Ståhle. Fracture mechanics for membranes. The 15th Europan Conference of
Fracture, Stocholm, (2004)
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Summary This paper presents a two-dimensional-in-space mathematical model of a plate-gap biosensor
with a porous inert membrane acting under internal and external diffusion limitations. The model is based
on non-linear reaction-diffusion equations. The problem was solved numerically using finite-difference
technique. Using numerical simulation the influence of the geometry of the porous membrane as well as of
the external diffusion region on the biosensor response wasinvestigated.

Introduction

Biosensors are sensing devices made up of a combination of a specific biological entity, usually the
enzyme, that recognizes a specific analyte and the transducer that translates the changes in the bio-
molecule into an electrical signal [1]. The signal is proportional to the concentration of the analyte.
The biosensors are classified according to the nature of the physical transducer. The amperometric
biosensors measure the faradic current that arises on a working indicator electrode by direct elec-
trochemical oxidation or reduction of the product. The amperometric biosensors are known to be
reliable, cheap and highly sensitive for environment, clinical and industrial purposes [2].

Very recently a plate-gap model of a porous electrode was proposed and successfully applied to
carbon paste based biosensors [3, 4]. The purpose of this work was to enhance the mathematical
model of the plate-gap biosensors with the external diffusion limiting region. The model is based
on reaction-diffusion equations containing a non-linear term related to Michaelis-Menten kinet-
ics of the enzymatic reaction. The model involves four regions: the enzyme layer where enzyme
reaction as well as mass transport by diffusion take place, inert membrane and external diffusion
regions where only a mass transport by diffusion takes place, and a convective region, where the
analyte concentration is maintained constant.

Using numerical simulation of the biosensor action, the influence of the geometry of the porous
membrane as well as of the external diffusion region on the biosensor response was investigated.
The behaviour of the plate-gap biosensor was compared with that of a flat mono-layer biosen-
sor [5]. The simulation was carried out using the finite difference technique [6].

Mathematical model

Fig. 1a shows a profile of a biosensor, where enzyme filled gapsare modelled by right quadrangular
prisms of base2a1 by c distributed uniformly so, that the distance between adjacent prisms equals
to 2(a2 − a1), a is the half width of the gaps,c is the gap depth andd is the thickness of the
inert membrane. Due to the uniform distribution of the gaps,it is reasonable to consider only a



unit consisting of a single gap together with the regions between adjacent gaps. Because of the
symmetry and the relatively great length of the gaps we consider only a half of the unit.

Fig. 1b shows the profile of a unit cell to be considered in mathematical modelling of a plate-gap
biosensor.c = b1 is the depth of the gaps,d = b2 − b1 is the thickness of the porous membrane and
δ = b3 − b2 is the thickness of the external diffusion layer.
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Figure 1: Profiles of a plate-gap biosensor and the unit cell.

Let Ω1, Ω2, Ω3 be open regions corresponding to the enzyme-filled gaps, porous membrane and
diffusion layer, respectively,Γ1 - the electrode border andΓ2 is the inert membrane/bulk solution
boundary

Ω1 = (0, a1) × (0, b1), Ω2 = (0, a2) × (b1, b2), Ω3 = (0, a2) × (b2, b3),

Γ1 = ([0, a1] × {0}) ∪ ({a1} × [0, b1]) ∪ ([a1, a2] × {b1}) , Γ2 = [0, a2] × {b2}.
(1)

The biosensor action is described by the following reaction- diffusion system (t > 0):

∂S1

∂t
= D1∆S1 −

VmaxS1

KM + S1
,

∂P1

∂t
= D1∆P1 +

VmaxS1

KM + S1
, (x, y) ∈ Ω1, (2)

∂Sj

∂t
= Dj∆Sj,

∂Pj

∂t
= Dj∆Pj , (x, y) ∈ Ωj , j = 2, 3, (3)

where∆ is the Laplacian,Si(x, y, t) is the concentration of the substrate inΩi, Pi(x, y, t) is the
concentration of the reaction product inΩi, i = 1, 2, 3, Vmax is the maximal enzymatic rate and
KM is the Michaelis constant.

Let Ωi be the closure of the corresponding open regionΩi, i = 1, 2, 3. The biosensor operation
starts when the substrate of concentrationS0 appears over the surface of the inert membrane. This
is used in the initial conditions (t = 0):

S1(x, y, 0) = 0, (x, y) ∈ Ω1,

S2(x, y, 0) = 0, (x, y) ∈ Ω2 \ Γ2, S2(x, y, 0) = S0, (x, y) ∈ Γ2,

S3(x, y, 0) = S0, (x, y) ∈ Ω3,

Pi(x, y, 0) = 0, (x, y) ∈ Ωi, i = 1, 2, 3.

(4)

Assumingb0 = 0, the following boundary conditions express the symmetry ofthe biosensor
(t > 0):

∂Pi

∂x

∣∣∣
x=0

=
∂Si

∂x

∣∣∣
x=0

= 0, y ∈ [bi−1, bi], i = 1, 2, 3, (5)



∂Pj

∂x

∣∣∣
x=a2

=
∂Sj

∂x

∣∣∣
x=a2

= 0, y ∈ [bj−1, bj ], j = 2, 3. (6)

The following boundary condition on the electrode borderΓ1 defines the electrochemical process:

∂Sk

∂n

∣∣∣
Γ1

= 0, Pk = 0, (x, y) ∈ Γ1, k = 1, 2, (7)

wheren stands for the normal direction.

If the bulk solution is well-stirred and in powerful motion then the diffusion layer remains at a
constant thickness (t > 0),

S3(x, b3, 0) = S0, P3(x, b3, 0) = S0, x ∈ [0, a2]. (8)

On the boundary between adjacent regionsΩk andΩk+1 we define the matching conditions,k =
1, 2 (t > 0),

Dk

∂Sk

∂y

∣∣∣
y=bk

= Dk+1
∂Sk+1

∂y

∣∣∣
y=bk

, Sk(x, bk, t) = Sk+1(x, bk, t),

Dk

∂Pk

∂y

∣∣∣
y=bk

= Dk+1
∂Pk+1

∂y

∣∣∣
y=bk

, Pk(x, bk, t) = Pk+1(x, bk, t), (x, y) ∈ Ωk ∩ Ωk+1.

(9)

The measured current is accepted as a response of a biosensorin a actual experiment. The current
depends upon the flux of the reaction product at the electrodesurface, i.e. on the borderΓ1. The
densityi(t) of the current at timet is obtained explicitly from Faraday’s and Fick’s laws,

i(t) =
neF

a2

(
D1

∫ a1

0

∂P1

∂y

∣∣∣
y=0

dx + D1

∫ b1

0

∂P1

∂x

∣∣∣
x=a1

dy + D2

∫ a2

a1

∂P2

∂y

∣∣∣
y=b1

dx

)
, (10)

wherene is a number of electrons involved in a charge transfer andF is Faraday constant. We
assume, that the system (2)-(9) approaches steady - state whent → ∞, i∞ = lim

t→∞
i(t).

The problem was solved numerically using the finite difference technique [6]. We introduced a
non-uniform discrete grid in all three directions:x, y andt. Using the alternating direction method,
an implicit finite difference scheme was built as a result of the difference approximation of the
model. The resulting systems of linear algebraic equationswere solved efficiently because of the
tridiagonality of their matrices.

Results of calculations

The thicknessδ = b3 − b2 of the external diffusion layer depends upon stirring of thesolution and
is inversely proportional to the intensity of solution stirring [5]. To investigate the effect of the
external diffusion on the biosensor response we calculatedthe normalized steady-state current,

iN (δ) =
i∞(δ)

i∞(0)
, δ = b3 − b2, δ ≥ 0, (11)

wherei∞(δ) is the steady-state biosensor current at given thicknessδ of the diffusion layer. Fig. 2
shows the results of calculations.

One can see in Fig. 2, thatIN is a monotonous decreasing function of the thicknessδ of the
diffusion layer in the cases of high enzymatic rate,Vmax ≥ 1 mM/s. Due to the external diffusion
the biosensor current can vary even several times. In the case of relatively low enzymatic rates, the
biosensor response practically does not depend upon the thicknessδ of the diffusion layer. This
property is valid for wide rages of the substrate concentration S0 and the thicknessd of the porous
inert membrane.
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Figure 2: The normalized steady-state currentiN versus the thicknessδ of the diffusion layer for two values
of the thicknessd = b2 − b1 of the inert membrane: 1(a), 2 (b) µm, S0: 0.01 (1-3), 1 (3-4) mM,Vmax: 0.1
(1, 4), 1 (2, 5), 10 (3, 6) mM/s,a1 = 1,a2 = 2,b1 = 4,b2 = 6µm, b3 = b2 + δ, D1 = 100,D2 = 10µm2/s,D3

= 2D1, KM = 1 mM,ne = 2.

Concluding remarks

The mathematical model (2)-(9) of the operation of the amperometric plate-gap biosensors with a
porous inert membrane can be used to investigate peculiarities of the biosensor response in stirred
and non stirred analytes.

In the case of relatively high rateVmax of the enzymatic reaction, the steady-state current is a
monotonous decreasing function of the thickness of the external diffusion layer and that layer
should be taken into consideration when modelling the biosensor action (Fig. 2).

In the case of relatively low values ofVmax the biosensor response practically does not depend
upon the intensity of stirring of analyte (Fig. 2), and the external diffusion layer may be neglected
to model the operation of biosensors with inert membrane.
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Summary The mitral valve is a very important valve between the left atrium and left ventricle of the
heart. During the systole the mitral apparatus prevents blood from flowing back into the atrium when the
ventricle contracts. Hence, it is of major importance in order to avoid regurgitation. The purpose of this
study is to develop a three-dimensional finite element model of the mitral valve in order to understand its
function and its behaviour using a transversely isotropic material model for the mitral valve leaflets.

Introduction

The mitral valve is one of the four valves of the heart. It consists of two leaflets: the anterior, and
posterior. The anterior leaflet is much larger than the posterior leaflet. Both leaflets are attached
to the annulus and to the chordae tendinae. The chordae tendinae are further attached to the pap-
illary muscles. The mitral valve combined with the mitral annulus, the chordae, and the papillary
muscles are often referred to as the mitral apparatus, see Figure 1. In this study, we present a

Figure 1: Mitral apparatus

three-dimensional finite element model of the porcine mitral valve that simulates a part of the
heart cycle: starting at end of diastole and ending at the maximum pressure in the left ventricle.
Three finite element analyses were performed in order to investigate the role of the chordae on
the mitral valve response. The first one considered the marginal chordae attached to the free edge
of the leaflets only (pathological state). The second one considered marginal chordae and strut
chordae (i.e, chordae attached beyond the free edge). In the healthy mitral valve these two types of
chordae are present. In the last simulation, the mitral apparatus was modeled with too soft chordae.
This last case corresponds to the Marfan’s syndrome.



Methods

Geometry and boundary conditions

The dimensions of the porcine mitral valve were measured during the autopsy of a pig on which
3D ultrasound measurements had been carried out. These dimensions are reported in Figure 2. The
annulus was assumed to be flat and the commissures of the mitral valve were neglected. Then some

Figure 2: Initial geometry of the valve at the beginning of systole with related boundary conditions

additional simulations were conducted with a saddle annulus and accounting for the commissural
area of the mitral valve.
The leaflets were meshed with triangular membrane elements M3D3 (ABAQUS element) and the
chordae tendinae with truss elements T3D2 (ABAQUS element). The leaflets were allowed to rotate
at the annular attachment. The translations were constrained at the attachment between the chordae
and the papillary muscles. We assumed fixed boundary conditions for the papillary muscles. In
order to prevent the leaflets from interpenetrating each other upon closure, a contact condition was
set between the two surfaces. The measured blood pressure in the left ventricle of the pig during
the isovolumetric contraction phase up to the maximum pressure in the left ventricle in the ejection
phase was applied as load history.

Material models

The leaflets were modeled with an incompressible hyperelastic transversely isotropic material
model. The formulation of transversely isotropic hyperelasticity is based on the account provided
by Holzapfel [1], and the constitutive model was derived from the strain-energy function proposed
by Holzapfel et al. [2],

Ψ(I1, I4) = c0[expc1(I1−3)2+c2(I4−1)2 − 1] + p(J − 1), (1)

where,ci, i = 0, 1, 2, are material parameters,
√
I4 represensents the stretch of the collagen fibers

and the scalarp serves as an inderteminate Lagrange multiplier.
The material parameters were determined from the experimental data provided by May-Newman



and Yin [4]. The expression of the spatial elasticity tensor derived from relation (1) is,

C = 4ψ11B⊗ B + 4ψ14(B⊗ a⊗ a + a ⊗ a ⊗B) + 4ψ44a⊗ a⊗ a ⊗ a

+2 1⊗
(
F
∂p

∂C
FT

)
− 2pI, (2)

where ψij =
∂2Ψ
∂Ii∂Ij

(i, j = 1, 4)

The material model was implemented intoABAQUS/standard by using the user-defined subroutine
UMAT. The details of the material model are given in [3]. The comparison between the analytical
Cauchy stresses and those obtained from the FE analysis on a displacement controlled single
membrane element equibiaxial test is presented in Figure 3 for the posterior leaflet.
For the chordae, an isotropic incompressible hyperelastic material model was implemented into
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Figure 3: Equibiaxial test on the posterior leaflet (c0 = 0.171 kPa, c1 = 5.28, c2 = 6.46)

theABAQUS/Standard user-defined subroutineUHYPER. The material model was derived from the
following strain-energy functionU ,

U(I1) = a1(I1 − 3) + a2[expa3(I1−3) − 1], (3)

wherea1, a2 anda3 are the material parameters determined from experiemental tensile tests pub-
lished by Kunzelman and Cochran [5].

Results

The first simulation considered only marginal chordae, i.e related to a pathological state. In Fig-
ure 4, it appears for this case that the displacement in the 3-direction (see Figure 2) is approxi-
matively 2 mm larger than the displacement obtained from the ultrasound measurement. Thus, in
order to reduce the displacement of the anterior leaflet in the 3-direction, strut chordae (i.e chordae
attached beyond the free edge of the leaflet) were attached to the anterior leaflet in addition to the
marginal chordae already attached. Hence, a FE analysis with six strut chordae, i.e. related to a
healthy state, was performed.
Finally, a third simulation with softer chordae was performed, i.e related to a pathological case. In
this last case, the displacement in the 3-direction of the anterior leaflet is much larger than for the
two first cases.
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Figure 4: Left ventricle blood pressure versus the computed displacements in the 3-direction for a node
located at the middle of the anterior leaflet. The dashed curve shows the pressure-displacement relation-
ship for the model with marginal chordae (pathological state), while the solid curve shows the pressure-
displacement relationship for the model with marginal and strut chordae (healthy state). The dashdot curve
shows the pressure-displacement relationship for the model with softer chordae. The dots show the mea-
sured data of the corresponding node obtained from the ultrasound measurements carried out on the pig.

Concluding remarks

This study shows the importance of the chordae to prevent the leaflets from collapsing into the left
atrium.
In additions, these simulations were performed with realistic material models for both mitral
leaflets and chordae tendinae. This three-dimensional finite element model allows the simulation
of mitral valve response for both healthy and diseased conditions.
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Summary Mechanical prosthetic heart valves are an important option in surgical treatment of human
pathological heart valves. In the design of a mechanical heart valve, at least three design criteria are of
importance: a) the prosthesis should mimic the function of a physiological valve as closely as possible, b)
the shear stresses in the blood flow through the valve should be minimized to reduce risk of thrombosis, and
c) the risk of structural failure must be low.
In this paper we report results from work in progress on numerical and experimental modeling of
mechanical heart valves. A strongly coupled fluid structure interaction scheme was utilized for the
numerical simulations. Experiments have been carried out in a pulsatile flow loop for a Björk-Shilely
Convexo-Concave heart valve prosthesis. Discrepancies were found between experimental and numerical
predictions of the valve opening angle. However, by employing a moment of inertia yielding dynamical
similarity for the 2D simulations, improved time-stepping scheme and boundary conditions, we believe
that better agreement will be obtained.

Introduction

Mechanical prosthetic heart valves have been used in surgical treatment of pathological valves for
the last fifty years. The design of mechanical heart valves have improved greatly in this period.
The aim has been to mimic the function of a physiological valve as best as possible, at the same
time as the blood flow around the valve must be controlled to ensure low flow velocities and shear
stresses. High shear stresses damage the blood, mainly by destroying the red blood cells and also
contribute to thrombus initiation. Durability is also a major concern, as mechanical valves must
able to withstand the stresses inflicted from millions of heart beats.

Fluid structure interaction (FSI) simulations has recently emerged as a promising approach, which
alongside experiments, may be used to study the hemodynamic of prosthetic heart valves.

In this paper we employ an arbitrary Lagrangian-Eulerian (ALE) coupling procedure, where the
valve motion, is strongly coupled with the solution of the flow field, inspired by [1]. A backward
Euler-scheme was used for the valve motion, rather than the Newmark scheme[1]. The dynamic
mesh model in the commercial CFD-package FLUENT 6.2 was used for the ALE-simulations.
The coupling procedure was implemented as a user-defined function in FLUENT.

A Björk-Shiley Convexo-Concave (BSCC) valve was chosen as the specific valve for the experi-
mental work, as it was readily available to us.

Method

Experimental setup

In the pulsatile flow loop, a fluid reservoir were connected to a tube leading to the mitral entrance
of the ventricular chamber. A second tube representing the aorta leaves the ventricular chamber at
a 90◦ angle, to the mitral entrance and completes the loop back to the reservoir (see Fig. 1).

The ventricular chamber, the first part of the aorta and the mitral entrance are all made of Plexiglas.
The ventricular chamber is square box connected to a bellow pump. The first part of the aorta and
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Figur 1: A schematic diagram of the pulsatile flow loop with the positions of the pressure transducers and
the high speed camera positions.

the mitral ventricular entrance are made of Plexiglas tubes with an inner diameter of 28 mm, and
lengths of 250 and 100mm, respectively. The volume change over time in is control by a rood
connected to the pump and an eccentric disk. The profile of the disk combined with the rotational
velocity controls the volume rate time in the ventricular chamber.

A high speed video camera (Phantom Vision) was used to allow for visualization of the flow field
(BXXX and water mixture inserted by a needle), investigation of the opening and closing behavior
of the valve, and measurements of the valve closing time (see Fig. 1).

Pressures were measured (BD DTX Plus Blood Pressure Transducers) at two locations; the ventri-
cular chamber upstream of the valve, and in the tube representing the aorta, 200 mm downstream
of the ventricle (see Fig. 1).

The average volume flow and the ventricular ejection volume were by collecting the return flow in
a graduated flask and average over the time period and the number of strokes, respectively.

Numerical simulations

The numerical simulations were performed using the dynamic mesh model in FLUENT 6.2, a
commercial software package. All simulations were performed in 2D to reduce the computational
costs in this initial study. The Navier-Stokes equations, in a conservative ALE formulation, were
solved with time-varying pressure boundary conditions.

The valve was modeled as a rigid body, rotating around a given axis of rotation, with the equation
of motion:

M = I · θ̈ (1)

where M is the net moment of forces acting on the valve, I the moment of inertia and θ the angular
position of the valve. To obtain geometric similarity between experiments and simulations, the
valve length in the 2D simulations l, were taken as the diameter of the valve in the experiments.
For the moment of inertia around the axis of rotation, the value for a thin rectangular plate was
used:

I =
m l2

3
(2)



where m denotes the mass of the valve.

To provide a better coupling between the fluid and structural solvers, and a higher degree of impli-
city, subiterations are used (denoted by subscript k), with a Newton-type correction of the moment:

Mk +
∂M

∂θ̈

(
θ̈k+1 − θ̈k

)
≈ I · θ̈k+1 (3)

θ̈k+1 =
Mk − ∂M

∂θ̈
· θ̈k

I − ∂M
∂θ̈

(4)

The ∂M
∂θ̈

may be considered as a Jacobian, which must be estimated numerically:

∂M

∂θ̈
≈ Mk −Mk−1

θ̈k − θ̈k−1

(5)

To start the sub-iteration scheme an initial perturbation of θ̈ must be provided. For more details
see [1]. The convergence criterion for the sub-iterations is:

‖Mk − I · θ̈k‖ < ε (6)

The equation of motion is integrated with a backward Euler scheme:

θ̇n+1 = θ̇n + θ̈n+1∆t (7)

θn+1 = θn + θ̇n+1∆t (8)

Results

Measurements on the closure time for both the inline and angular displacement of the valve were
carried out. The experimental fluid was water and experiments were performed with and without
an aortic compliance to be better able to compare the experiments, to the numerical simulation
which do not include an aortic compliance.The aortic compliance in the pulsatile flow loop was
incorporated to make the model more realistic physiologically and to produce results for suitable
for comparison with results from other experimental flow loops.

Figur 2: High speed video camera recordings of the opening av the valve.

The high speed video camera recordings allowed for both visualization of the flow field (Fig. 2)
and for experimental estimates of the inline and angular displacements of the valve as a function
of time.

In all the numerical simulations the thermodynamic properties of water were used for the fluid.
The FSI simulations provide estimates of the velocity, pressure, vorticity during the simulated



Figur 3: Velocity vectors during closure of the valve.

cycle as illustrated in Fig. 3. Time-varying pressure boundary conditions were imposed, with the
intention to mimic the pressures recorded in the experiments. However, a shorter fundamental
frequency was used in the pressure boundary conditions, corresponding to a shorter diastole, to
save computational time.
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 Figur 4: Comparison of the valve angle during closure between experiments with and without compliance
and simulations.

Preliminary comparison between experimental measurements and FSI predictions of BSCC angle
as a function of time are illustrated in Fig. 4. The measurements were done by examining high
speed photos from the experiments, and recording the angle per time by using computer software
accompanying the high speed camera. This software included the possibility to store coordinates
from each frame captured by the high speed camera.

Discussion

In this paper we have presented work in progress on the fluid dynamics mechanical aortic valves.
In particular, the BSCC valve have been investigated experimetally and numerically. Substantial
discrepancies were found between experiments and simulations for the prediction of the opening
angle of the valve as a function of time, in particular for the compliant case. However, by employ-
ing a moment of inertia which provides dynamical similarity (i.e. for a circular disc), a higher order
time-stepping scheme, using the full cycle of the pressures obtained experimentally as boundary
conditions, and simulating for several cycles, we believe that better agreement will be obtained.
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Summary Radiopaque marker technology provides data for detailed studies of cardiac kinematics. We
developed a strain estimation method tailored for data from a transmural myocardial bead array. This
method is accurate and robust and reveals interesting transmural discrepancies in the relationship between
circumferential strain and percentage filling volume during diastole in the lateral equatorial left ventricular
wall of the ovine heart.

Introduction

Knowledge of normal cardiac mechanics is important when attempting to understand the mech-
anisms that impair the contractile function of the heart in the setting of disease. Although ven-
tricular pressures and volumes are valuable for assessing the global pumping performance of the
heart, suitable measures of the regional kinematics of the myocardium are needed to understand
the underlying structural basis of ventricular function. The scope of this project was the detailed
study of cardiac strain during diastole, i.e. during left ventricular filling.

Method

The global heart kinematics can be studied by radiopaque markers that are surgically implanted
to silhouette the walls of the heart chambers. Three-dimensional coordinates of the markers are
acquired by merging two simultaneously acquired two-dimensional X-ray video images from two
different views [1]. To study strain of the heart wall, three transmural columns of close-spaced
radiopaque beads can be inserted in a dense region through the left ventricular wall. The three-
dimensional bead coordinates are acquired in the same manner as the marker coordinates [1].

To estimate the Lagrangian strain tensor, defined by E = 1
2

(
F

T
F − I

)
where F is the deformation

gradient tensor and I is the identity tensor, in the region of the beads, the position field as a
function of the position in the reference configuration could be determined. Different ways of
doing this has been presented [2, 3]. The method of Waldman et al. [2] assumes strain to be
constant within tetrahedral regions bordered by the beads, and computes the constant strain within
these regions. The finite element method presented by McCulloch et al. [3] greatly improves the
strain estimations. Instead of assuming constant strain within regions, a bilinear-cubic or a bilinear-
quadratic displacement field is fitted to the bead positions.

We developed a method for strain estimation tailored for coordinate data from a transmural my-
ocardial bead array that fits a polynomial forthright without isoparametric formulation to the bead
coordinates, without loss in accuracy [4]. The number of beads in each column of the bead array
is subjected to surgical and acquiremental limitations. A benefit with this polynomial method for
strain estimation is its ability to avoid loss of accuracy for the case of a missing bead [4].

Material

Ovine marker coordinate data

Marker and bead coordinate data, acquired without interventions eight weeks after marker implan-
tation, from seven closed-chest sheep have been used in this project. Details about the surgery and



data acquisition are to be found in [1]. Briefly, 13 radiopaque markers were surgically implanted
to silhouette the left ventricular chamber, along with three transmural columns of four beads each
in the lateral equatorial left ventricular wall in a region equally-spaced between the papillary mus-
cles. The marker and bead arrays used in this project are shown in Figure 1. The Lagrangian strain
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Figure 1: Left ventricular chamber silhouette markers (#1-13) and the transmural bead array (#15-26) as
well as the local cartesian cardiac coordinate system (XC ,XL,XR). There are three columns of beads:
#15-18, #19-22 and #23-26.
tensor was estimated at subepicardium (20% of wall thickness below the epicardial surface) and
subendocardium (80% of wall thickness) at each time increment during left ventricular filling us-
ing a linear-quadratic polynomial assumption, with filling onset used as the reference configuration
[5].

Analytical model

An analytical model of the left ventricle can be used to predict the theoretical relationship between
circumferential strain at endo- and epicardium and relative left ventricular filling volume during
diastole. The model is implemented as a thick-walled incompressible cylinder with appropriate
dimensions of the ovine left ventricle. The theoretical endo- and epicardial circumferential strain
and relative left ventricular filling volume during diastole can be computed by increasing the inner
radius linearly from R1 = 2.0 cm to r1 = 2.2 cm while the height h = 8.0 cm of the cylinder is
kept constant and thereby increasing the volume inside the cylinder (Figure 2). The outer radius is
set to R2 = 3.0 cm at filling onset. This deformation is given by

r =
√
R2 −R2

1 + r1

θ = Θ (1)

z = Z
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Figure 2: Analytical model of the left ventricle. Diastolic deformation with dimensions of the cylinder at
filling onset (solid lines) and ED (dashed lines).

where upper-case letters denote reference configuration (filling onset) and lower-case letters de-
note deformed configuration.

The analytical solution for the deformation gradient tensor of the cylinder is given by

F = R
T

⎛
⎜⎜⎜⎜⎝

∂r
∂R

1
R

∂r
∂Θ

∂r
∂Z

r ∂θ
∂R

r
R

∂θ
∂Θ r ∂θ

∂Z

∂z
∂R

1
R

∂z
∂Θ

∂z
∂Z

⎞
⎟⎟⎟⎟⎠

R0 (2)

where the parenthesized expression is the deformation gradient tensor of components of F referred
to cylindrical coordinates [6]. The rotation matrices R and R0 are introduced to transform the
deformation gradient tensor from the cylindrical coordinate system to the cartesian coordinate
system and are defined as

R =

⎛
⎝

sin θ 0 cos θ
cos θ 0 − sin θ

0 1 0

⎞
⎠ , R0 =

⎛
⎝

sin Θ 0 cos Θ
cos Θ 0 − sin Θ

0 1 0

⎞
⎠ (3)

Results

The theoretical relationships between percentage filling volume and circumferential strain (ECC)
at the inner and outer surfaces of the analytical cylinder model are linear (Figure 3, open sym-
bols), but left ventricular volume increase is more sensitive to changes in epicardial circumference
than to endocardial circumferential strain [5]. Figure 3 compares subendocardial and subepicardial
theoretical strains with the experimentally measured group mean circumferential strains from the
lateral equatorial left ventricular wall of the ovine heart. There is a close relationship in the suben-
docardium between theoretically predicted and experimentally measured values, but the subepi-
cardium shows a significant divergence from the theoretical values. Subepicardial circumferential



expansion is virtually complete after about one third of the filling interval, which clearly is not the
behaviour of a simple linear system acted on only by left ventricular inflow.

(a) Subendocardium (b) Subepicardium

Figure 3: Theoretical and mean experimental circumferential strain versus percentage filling volume.

Concluding remarks

The polynomial method for strain estimation is accurate and robust and suitable for a transmural
myocardial bead array. The experimental relationship between circumferential strain and percent-
age filling volume is close to the theoretical relationship at the subendocardium, but diverges sig-
nificantly from the theoretical values at the subepicardium. This calls for further research taking
the myocardial fiber and sheet architecture into account in order to understand the mechanisms
that underlie the rapid increase in subepicardial circumferential strain during early left ventricular
filling.
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Summary The end-diastolic (ED) orientations of muscle fibers and sheets in the myocardium can be
directly measured using quantitative histology by terminating an ovine heart at ED. The ED architecture as
well as myocardial strains during the cardiac cycle may be used for determining fiber and sheet orientations
at any time during the cardiac cycle. This paper aims to describe the method and to give a brief analysis of
the temporal changes in myocardial architecture from ED to end-systole (ES).

Introduction

Left ventricular (LV) myofibers are connected by an extensive extracellular collagen matrix to
form myolaminar sheets. The sheet architecture and deformation are thought to underlie LV me-
chanics during systole and diastole. Sheet structure at end-diastole (ED) has previously been
shown to be transmurally inhomogeneous and it has been suggested that a laminar deforma-
tion during the cardiac cycle could create an ”accordion-like” wall thickening mechanism with
a temporal change in sheet directions [1]. The orientations of muscle fibers and sheets in the my-
ocardium can be directly measured using quantitative histology after terminating an ovine heart.
However, since a heart can only be terminated once, only the myocardial structure at that partic-
ular configuration is obtained. With the use of continuum mechanics theory, the fiber and sheet
orientation at any time during the cardiac cycle can be determined [2]. In this paper the method
for determining sheet orientations will be described and a brief analysis of temporal changes in
myocardial architecture at different depths of the myocardium will be given.

Materials and Methods

The cardiac wall kinematics were studied using biplane videofluoroscopic images of myocardial
markers and two bead arrays implanted in the left ventricle according to figure 1 [3]. Bead array
coordinates were acquired at 60 Hz during two cardiac cycles eight weeks after surgery and the
sheet angle, β, was measured at end-diastolic pressure in the arrested hearts at approximately 20%
(subepicardium), 50% (midwall) and 80% (subendocardium) of wall depth [3]. The 3D coordinates
of all markers were transformed from their reference coordinate system to a Cartesian cardiac
coordinate system (X1, X2, X3), where X1 is the circumferential axis, directed clockwise in a
short-axis view seen from apex, X2 is the longitudinal axis with positive direction apex-to-base,
andX3 is the radial axis, directed outwards from the ventricle. The local Cartesian fiber coordinate
system has the coordinate directions of the muscle fiber axis (Xf ), the myofiber sheet axis (Xs)
and the axis normal to the sheets (Xn). The fiber angle, α, is defined as the angle between the fiber
axis (Xf ) and the cardiac circumferential axis (X1) and the sheet angle, β, as the angle between
the sheet axis (Xs) and the cardiac radial axis (X3) according to figure 1. Xc is the cross-fiber
axis, perpendicular to Xf within the X1,X2-plane.

The configuration at ED was used as reference state and strains in the cardiac wall were char-
acterized by a continuous polynomial position field with quadratic dependence in X3 and linear
dependence in both X1 and X2 using least-squares fitting [4]. The Lagrangian strain tensor (Ek)
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Figure 1: The fiber and sheet architecture at three transmural depths of the lateral equatorial left ventricular
myocardium.

was then calculated at each time frame k during the cardiac cycle, in the subendocardium, midwall
and subepicardium. It can be shown that for the radial strain component, E33, it holds that [5]

E33 = cos2 β Ess + sin 2β Esn + sin2 β Enn (1)

which indicates that the strain in radial direction depends on the sheet angle only and is indepen-
dent of the fiber angle. Hence, since we are interested in changes in myocardial architecture as the
wall thickness changes we will focus on temporal changes in β.

Sheet rearrangement

Figure 2 depicts a transmural section of LV free wall cut perpendicular to the local muscle fiber
axis before and after deformation. The fiber axis (Xf /xf ) points into the page, the radial axis
(X3/x3) is the local normal to the epicardial tangent plane and the cross-fiber axis (Xc/xc) is
perpendicular to the fiber axis and the radial axis and parallel to the epicardial tangent plane. The
sheet axis (Xs/xs) is oriented perpendicular to the fiber axis. The sheet angle (β/β’) is the angle
between the sheet and the radial axes.
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Figure 2: Deformation of the sheet angle, β. Left: Reference state. The line segments ds 0 and ds̄0 (starting
and ending in black squares) are located in Xs and Xc direction respectively. The angle between them is γ.
Xc, X3 and Xs lie in the same plane, orthogonal to Xf which points into the page. Right: Deformed state.
The line segments ds0 and ds̄0 have become ds and ds̄. The angle between them is γ’.

In order to find the angle β’ the scalar product between ds and d̄s was calculated. By substituting
dxi=

∂xi
∂Xj

dXj and ¯dxi=
∂xi
∂Xj

dX̄j the scalar product may be written



ds d̄s cosγ′ = (
∂xk

∂Xc

∂xk

∂Xc
cos γ +

∂xk

∂Xc

∂xk

∂X3
sin γ) · ds0 ds̄0 (2)

The Lagrangian strain tensor is defined as [6]

Eij =
1

2

(
∂xm

∂Xi

∂xm

∂Xj
− δij

)
(3)

where δij is the Kronecker Delta. Thus from (2) and (3) we get

cos γ′ =
(2 (Ecc + 1) cos γ + 2Ec3 sin γ) ds0 ds̄0

ds ds̄
(4)

The stretches (Λi) of the line segments in Xc- and Xs-directions are defined as

Λc = ds− ds0
ds0

⇒ ds = (1 + Λc) ds0

Λs = ds̄− ds̄0
ds̄0

⇒ ds̄ = (1 + Λs) ds̄0
(5)

Λc and Λs may then be computed by using the change in the squares of the length elements during
deformation [6], i.e.

ds2 − ds20 = 2Eij dXi dXj

ds̄2 − ds̄0
2 = 2Eij dX̄i dX̄j

(6)

The final equation for γ’ is obtained by combining (4), (5) and (6) and the expression for β’ is
obtained by substituting γ=π-β and γ’=π-β’.

sin β′ =
(2 (Ecc + 1) sinβ + 2Ec3 cos β)

(
√

2Ecc + 1) (
√

2 (Ecc sin2 β + E33 cos2 β + 2Ec3 sin β cos β) + 1)
(7)

where Ecc and Ec3 are obtained by rotating the X1, X2, X3 - system through an angle α around
the X3-axis

Ecc = sin2 αE11 − 2 cosα sinαE12 + cos2 αE22

Ec3 = cosαE23 − sinαE13
(8)

Results

Table 1 shows that there are temporal variations in sheet architecture in the midwall (50%) and in
the subendocardium (80%), but not in the subepicardium (20%).



Table 1: Temporal changes in sheet angle, β, from ED to ES. Reference angles measured at ED at lateral
and anterior site compared with calculated angles at ES. Students paired t-test were performed between ED
and ES. Values are means ± SE, N=7 for lateral site, N=6 for anterior site and *=p<0.05, **=p<0.01.

Lateral Site Anterior Site
Wall depth ED ES ED ES

20% 37.3±12.5 38.5±11.7 - 8.3±20.1 - 3.7±16.6
50% -37.1±2.3 -26.6±3.3** 40.3±4.3 29.7±4.2**
80% 62.3±4.7 55.5±5.8* -30.3±14.0 -22.9±11.5

Conclusion

The magnitude of the sheet angle decreased from ED to ES at midwall and subendocardium,
hence suggesting an ”accordion-like” [1] movement of the sheets in the two inner thirds of the
myocardium as the wall thickness changes. The principle is illustrated in figure 3.

Epi
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= ED
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β

X3

Xs

Xf , pointing out of page

Figure 3: Two-dimensional representation of the positions of the lateral subepicardial, midwall and suben-
docardial sheets at ED and ES. An ”accordion-like” movement of the sheets is observed in the inner two
thirds of the cardiac wall as the wall thickness changes.
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Summary
Recent multiscale algorithms are based on solution of a combination of global and local problems,
where the global problem captures the coarse scale behavior of the system and the local problems
resolve fine scale behavior and are used to compute feedback from fine to coarse scales.
In this talk we present a framework for systematic construction of the subgrid problems in a vari-
ational setting, see [1]. The subgrid problems are used to compute the effects of fine scales on
coarse scales and to resolve the fine scale details of the solution. We also discuss extensions in-
cluding several levels of subgrid problems and subgrid problems which contain other types of
physics than the global model. The subgrid problems are solved numerically on localized patches
with individually adapted mesh size and patch size.
We develop a posteriori error estimates for automatic adaptive tuning of the size of the patches
and the subgrid meshes. The adaptive tuning of the discretization parameters is essential to guar-
antee overall accuracy in these complex methods where errors interact over several scales and to
optimize the use of computing resources.
We discuss several applications involving materials with microstructure coefficients.
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e–mail: fredrik.larsson@chalmers.se

Summary The basic ingredient in concurrent multiscale modeling (CMM) is the calculation of the
macroscale stress, for given macroscale deformation, via computations on a representative volume element
(RVE). In this paper CMM-computations are carried out subjected to combined model and discretization
error control, while a condition of (macroscale) plane stress is imposed. A particular measure of model
error is considered: The subscale discretization. This type of two-scale error computation requires access
to the corresponding dual solutions on the subscale (RVE-solution) as well as the macroscale. As a new
result, it is shown how the same dual solutions can be conveniently used in computing the algorithmic tan-
gent stiffness tensor for the macroscale plane stress condition, thereby demonstrating the ”power of duality”.

Introduction

Based on the assumption of complete scale separation, one may account for the effect of the ma-
terial substructure in constitutive modeling by Concurrent Multiscale Modeling (CMM). The key
ingredient is thereby to compute macroscale stresses from homogenization on a Representative
Volume Element (RVE) subjected to the constraint of macro-homogeneity, cf. Miehe and cowork-
ers [1, 2]. This means that the subscale and macroscale quantities must be chosen such that the
equivalence of subscale and macroscale virtual work is satisfied. To obtain representative results,
the size of the RVE must be sufficiently larger than the characteristic length of the meso-scale
structure, e.g. the particle spacing in a particle-reinforced composite.

Apart from the basic assumption on scale separation, a number of other model assumptions are
(implicitly or explicitly) made as part of the computations in practice. One such model assumption,
valid for thin structures (such as metal sheets) is ”macroscale plane stress”, which was discussed
extensively by Lillbacka et al. [3]. Another type of assumptions relate to the choice of substruc-
ture modeling (constitutive moddeling of constituents, size and type of boundary conditions of
the RVE, discretization of the RVE, to mention the most important assumptions. Hence, it is in-
evitable that model errors are introduced, and they should be quantified in addition to the standard
discretization errors on the macroscale. Methods for estimating the model error estimators have
been developed by, for instance, Stein and coworkers [4], Oden and coworkers [5], and Larsson
and Runesson [6, 7].

The purpose of this paper is to discuss various aspects on the fully adaptive two-scale CMM
computations, whereby the appropriate dual solutions on the subscale (RVE solution), as well
as on the macroscale, are exploited. Moreover, the dual method is adopted for computing the
macroscale ATS-tensor (with a brief remark on the primal method), which is an added bonus in
terms of increased efficiency.

Computational results

In order to investigate the performance of a fully adaptive procedure, we consider the coupled
meso-macro-scale computation for Cook’s membrane, as illustrated in Figure 1(b). The overall
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Figure 1: (a) RVE with periodic meso-scale arrangement of particles in matrix (2 × 2 unit cells shown in
the figure), (b) Cook’s membrane used in computational example of adaptive modeling.

dimension of the membrane is 48 × 60 mm2. The periodic meso-structure is depicted in Fig-
ure 1(a). The stiffness ratio particle/matrix is chosen as: Gpar/Gmat = 5 and Kpar/Kmat = 2.
Moreover, the volume fraction of particles is Vpar/V = 4π/25 ≈ 50%. The membrane, which is
assumed to be subjected to plane strain (in the present calculations), is loaded at its right end with
a conservative shear loading defined by the nominal traction

t0(X̄) = T ∗Gmate2 for X̄ ∈ Γ̄N1, (1)

where Gmat is the shear modulus, e2 is the unit base vector and T ∗ is a loading factor.

As the goal functional we choose the macro-scale displacement gradient component H̄11 in point
A, shown in Figure 1(b).

In Figure 2, we show the adapted mesh and model distribution obtained after 6 adaptive remesh-
ing/remodelling steps corresponding to an estimated error Erel ≈ 5.8%. Finally, examples of
adaptively meshed RVEs using different tolerence levels for the subscale discretization (defining
the model hierarchy) are shown in Figure 3 for q = 1, q = 2 and q = 3, where the tolerance is
defined as TOL(q) = 10−(q+1)/2. In particular, we note that the required mesh refinement also
resolves the substructure of the composite in terms of the boundary between the particles and the
matrix.



Figure 2: Adapted mesh (left) and model distribution (right), q ∈ {1, 2, 3} (dark–light), for T ∗ = 0.1. 6th
iteration corresponding to Erel = 5.8% is shown.

Figure 3: Examples of RVEs deformed according to the actual H̄ for different tolerance levels (q = 1, 2, 3).
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Summary
In this talk we present an adaptive finite element method for solution of coupled flow and transport
problems. We present applications to cooling processes and filters. The flow may be governed by
a pressure equation or the Navier-Stokes equations.
The method is based on adaptive finite element solution of the flow equation followed by solution
of the transport equation and builds on an a posteriori error estimate for the quantity of interest
in the transport equation, for instance the total integrated heat flux through the boundary of a hot
object. The a posteriori error estimate is derived using duality techniques involving two duals one
for the transport and one for the flow problem. The proper dual for the flow equation is determined
in the analysis and takes the specific coupling between the two problems into account.
The resulting estimate is of weighted residual type and can be used to guide individual adaptive
mesh refinement in the two problems. Furthermore, the dual problems may also be solved on
separate meshes.
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Håkan Johansson∗, Fredrik Larsson and Kenneth Runesson
Department of Applied Mechanics

Chalmers University, Göteborg, Sweden
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Summary Parameter identification is essentially a non-linear leastsquares fit of predicted model response
to experimental data. In this short paper we describe how a goal-oriented a posteriori error estimation can
be used to assess errors introduced by finite element discretization of the underlying model. Moreover, it
turns out that the same procedure can be used to assess errorsintroduced by the particular model we seek
to calibrate.

Introduction

The calibration of constitutive models is an optimization problem, where the parameter values are
sought to minimize the discrepancy between the predicted response (which depends on the sought
parameters) and the observed response in a least-squares sense. In the present situation the under-
lying equation of state is solved using a finite element method, and consequently, discretization
errors will be introduced such that the optimal parameter values will be perturbed. In order to en-
sure good quality of the parameter values, the errors (perturbations) of the parameters arising from
the FE-discretization are estimateda posteriori using the solution of an appropriate dual problem.
The general framework for calibration with sensitivity assessments and error computation can be
found in [1] and [2].

In this paper, we seek to investigate the effects of calibrating a more inclusive model compared
to choosing a simple one. In particular, we strive to estimate the outcome without actually having
to carry out the full calibration of the more inclusive model. In fact, it turns out that model errors
can be perceived as a special kind of discretiztion error. Itis believed that such information can be
vital in the subsequent task of validating the calibrated model.

Identification problem

We consider thecalibration of a model describing some physical phenomenon in space-time as the
task of finding values of a parameter setp such that minimal discrepancy is achieved between ex-
perimental observationssobs and predicted responses(p, u). The predicted response is a function
of the variableu, which is the solution of astate problem, typically a partial differential equation.
We thus wish to solve the optimization problem: Findp ∈ P such that the objective function(al)
of least-squares type,

F(p, u) =
1

2
||s(p, u(p)) − sobs||2 (1)

is minimized under the constraint thatp andu ∈ U satisfy the appropriate equation of state given
on abstract form as

a(p, u, v) = l(p, v) ∀v ∈ U
0 (2)

The Lagrangian function(al) pertinent to the minimizationproblem defined by (1) and (2) is de-
fined as

L(p, u, λ) = F(p, u) + a(p, u, λ) − l(p, λ) (3)



wherep ∈ P, u ∈ U and the costate variableλ ∈ U
0 are considered as independent variables. The

costate (or adjoint) solution plays the role of the lagrangian multiplier in the optimality conditions

characterizing a stationary pointz
def
= (p, u, λ) of L. Thus, we seekz ∈ Z

def
= P × U × U

0 such
that the Gâteaux-derivative ofL with respect toz is zero, i.e.

L′

z(z; δz) = 0 ∀δz ∈ Z
0 def

= P × U
0 × U

0 (4)

In order to be more explicit, we keep in mind that (4) consistsof three components

L′

p(z; δp) = F ′

p(p, u; δp) + a′p(p, u, λ; δp) − l′p(p, λ; δp) = 0 ∀δp ∈ P (5)

L′

u(z; δu) = F ′

u(p, u; δu) + a′u(p, u, λ; δu) = 0 ∀δu ∈ U
0 (6)

L′

λ(z; δλ) = a′λ(p, u, λ; δλ) − l′λ(p, λ) = a(p, u, δλ) − l(p, δλ) = 0 ∀δλ ∈ U
0 (7)

where we denote (6) the costate equation and (7) is the state equation.

For the numerical solution of (4), we introduce a Finite Element discretization. Firstly, the state
spaceU is replaced by a finite-dimensional counterpartUh ⊂ U in which the FE-solutionuh

resides. Consequently, we haveλh ∈ U
0
h. Furthermore, we will consider the situation where we

make a restriction (not necessarily of FE type) in the parameter spacePh ⊂ P with the ”discrete”
parameter setph. We write the FE-discretized version of (4) as follows: Findzh = (ph, uh, λh) ∈
Zh ⊂ Z such that

L′

z(zh; δzh) = 0 ∀δzh ∈ Z
0
h

def
= Ph × U

0
h × U

0
h (8)

A natural choice of how to solve the nonlinear set of equations (8) is by Newton’s method involving
the HessianL′′

zz, which in principle reads as follows: Find a better solutionz
(k+1)
h

= z
(k)
h

+ ∆zh

where the update∆zh is solved from the linear Newton system

L′′

zz(z
(k)
h ; δzh,∆zh) = −L′

z(z
(k)
h ; δzh) ∀δzh ∈ Z

0
h (9)

The practical implementation and solution scheme is omitted here.

We consider parametric models that arehierarchial in the sense that from a given model a coarser
(or simpler) version is obtained by prescribing some parameters to fixed values. One example
of such a hierarchy is Plasticity as a special type of Viscoplasticity (where ”pure” plasticity is
retrieved if the relaxation time is set to zero). Another example is the Neo-Hooke hyperelastic
model, which is a simplified version of the Mooney-Rivlin model which, in turn, is a special
choice of Ogden model.

The model hierarchy allows a specific model to be representedby a suitable restriction in the
parameter spaceP. This important property allows us to treat model errors in exactly the same
manner as discretization errors, since this restriction isin complete analogy to the restriction made
in the state spaceU by the introduction of the FE-spaceUh.

A posteriori error estimation

Upon introducing the discrete counterpart of the optimality condition in (8) above, discretization
errors arise. These errors are denoted ase = z − zh, and we assume that there is an error in each
component,ep = p − ph, eu = u − uh andeλ = λ − λh. In order to estimate the effect of these
errors we will employ goal-orienteda posteriori error estimations, as described in [1]. As a point



of departure we define a goal quantityQ(z) of engineering interest, in which we wish to estimate
the error. Here, we focus on the analysis of the errors in the parameters, i.e.Q(z) = pi. In order to

estimate the error in the goal quantity, we define the error measure asE(z, zh)
def
= Q(z) −Q(zh)

measuring the effect of computingQ using the discrete solutionzh rather than the actual solution
z. The secant form of the error measure and the linear approximation of the secant form can be
written as

E(z, zh) = Q(z) −Q(zh) =

∫ 1

0
Q′

z(zh + s(z − zh); e)ds
def
= Q̂′

z(z, zh; e)

≈ Q̂′

z(zh, zh; e) = Q′

z(zh; e) (10)

In a similar way, we define the residualR and its secant form as

R(zh; δz)
def
= L′

z(z; δz)︸ ︷︷ ︸
=0

−L′

z(zh; δz)

=

∫ 1

0
L′′

zz(zh + s(z − zh); δz, e)ds
def
= L̂′′

zz(z, zh; δz, e)

≈ L̂′′

zz(zh, zh; δz, e) = L′′

zz(zh; δz, e) ∀δz ∈ Z
0 (11)

By the introduction of the dual variablez∗ ∈ Z as the solution to thedual problem

L̂′′

zz(z, zh; z∗, δz) = Q̂′

z(z, zh; δz) ∀δz ∈ Z
0 (12)

we may (formally) obtain the exact error representation, byutilizing e ∈ Z
0, as

E(z, zh) =
[
Q̂′

z(z, zh; e) = L̂′′

zz(z, zh; z∗, e)
]

= R(zh; z∗) (13)

Unfortunately, it is not possible to solve the dual problem (12) exactly, since it requires knowledge
of the unknown solutionz. Instead, we may utilize the approximations in (10) and (11)to arrive
at the linearized dual problem, which itself is discretized; we seek̃z∗h ∈ Z̃

0
h such that

L′′

zz(zh; z̃∗h, δz̃h) = Q′

z(zh; δz̃h) ∀δz̃h ∈ Z̃
0
h (14)

By subtracting an interpolantπhz̃∗h ∈ Z
0
h of the dual solution the error representation (13) is split

into two terms, as

E(z, zh) ≃ Ẽ(z, zh)
def
= R(zh; z̃∗h) = R(zh; z̃∗h − πhz̃∗h) + R(zh;πhz̃∗h) (15)

The first term in (15) estimates the error from the discretization whereas the second term estimates
the solution errors which arise in practice, typically froma termination criterion for the Newton
iterations.

From (5)-(7) it is natural to also split the residualR, and consequently the error representation,
into p, u− andλ−components. We can thus express (15) as

E(z, zh) ≃ R(zh, z̃∗h − πhz̃∗h) + R(zh, πhz̃∗h)

=

Model error︷ ︸︸ ︷
Rp(zh; p̃∗h − πhp̃∗h)+

Discretization error︷ ︸︸ ︷
Ru(zh; ũ∗

h − πhũ∗

h) + Rλ(zh; λ̃∗

h − πhλ̃∗

h)

+ Rp(zh;πhp̃∗h)︸ ︷︷ ︸
Residual error

+Ru(zh;πhũ∗

h) + Rλ(zh;πhλ̃∗

h)︸ ︷︷ ︸
Solution error

(16)



Note here that the decomposition in (16) is chosen such that the components correspond to dif-
ferent special cases. In order to illustrate this, we now disregard the solution and residual errors,
and consider the model and disretization errors. If we have made no enrichment of the parameter
space, i.e.̃Ph = Ph, the model error component vanishes and we estimate only discretization er-
rors. Analogously, if we make no refinement of the state space, i.e. Ũ

0
h = U

0
h, we measure only

model errors. In the case where bothP̃h andŨ
0
h are enriched both sources of errors interact.

Example

In order to give an example of the underlying problem, we consider the calibration of the evo-
lution law for the Norton viscoelasticity. The model is characterized by the parameter setp =
{E, τ, nc}, which are, the E-modulus, relaxation time and creep exponent, respectively. The
simple model in this case is Maxwell’s viscoelasticity model that is obtained by restricting the
exponentnc to unity. For given synthetic data we consider four cases, a coarse mesh and Maxwell
model, whose optimal parameter set ispMax

50 = {10.0589, 43.619, 1}, a coarse mesh but the
Norton model,pNort

50 = {10.6142, 0.97599, 1.97444}, a very fine mesh and the Maxwell model
pMax
ref = {9.6585, 45.5588, 1} and, finally, a fine mesh and the Norton modelpNort

ref = {10.0005,
1.0835, 1.9793}. Also, another synthetic data set constructed to give smaller errors was tested.

Although we do not give the detailed results here, in the caseof large model errors (τ andnc varies
more than one magnitude) it was found that the error estimation gives poor precision (effectivity
indicesη = 0.4−3) while, in the case of moderate model errors (τ andnc varies more 10-40%), we
obtain better precision (η = 0.5− 1.2) of the error estimations. A graphical interpretation is given
in Figure 1. Since we make use of a linearization aroundpMax

50 for the error estimation, we can only
expect to estimate the partspNort

50 − pMax
50 andpMax

ref − pMax
50 although we really seek to determine

pNort
ref − pMax

50 . Thus, a good precision in the error estimations requires that the discretization and
model errors are independent of each other, i.e. the four solutions should form a parallelogram in
P-space. In the case of large model errors, it can be seen that the discretization errors change quite
a bit between the Maxwell and Norton models compared to the case of moderate model errors.
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Figure 1: True error inP (E − τ -plane) for large model error(left) and for moderate model error(right).
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Summary The equilibrium concentration of adsorbed water in cellulosic materials is dependent on the
history of the variations of vapor pressure in the ambient air, i.e. sorption hysteresis. Existing models to
describe this phenomenon such as the independent domain theory have numerical drawbacks and/or imply
accounting for the entire history variations of every material point. This paper presents a sorption hysteresis
model based on a state formulation and expressed in closed-form solutions, which makes it suitable for
implementation into a numerical method.

Introduction

Cellulosic materials adsorb water from the ambient air by binding of the water molecules to hy-
droxyl groups on cellulose. The amount of adsorbed water is dependent on the relative humidity
of the air and on the amount of hydroxyl groups available, which again is dependent on the varia-
tion of the relative humidity. Hence, at a given relative humidity a cellulosic material may contain
more or less water dependent on the preceding path of the relative humidity variations, see figure
2. During adsorption the material swells and more hydroxyl groups become available for adsorp-
tion. Since water occupies the hydroxyl groups, hydrogen bonds between the cellulose molecules
are prevented from re-establishment during desorption. Thus, more hydroxyl groups are available
during desorption than during adsorption. For an arbitraryvariation of the relative humidity, more
or less hydroxyl groups may be available leading to conditions between pure adsorption and pure
desorption on so-called scanning curves.

In figure 1 the terminology is presented by the variation of relative humidity in the ambient air,h,
and moisture content in wood,m (=concentration of water /dry density of cellulosic material).
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Figure 1: The terminology of sorption hysteresis.
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Figure 2: Measurements of boundary and an ad-
sorption scanning curve in Norway Spruce [1].

Existing models

A classical approach for modeling sorption hysteresis is the independent domain model developed
by Everett et al. [2], refined to require less calibration measurements by Mualem [3], and applied



to wood and paper by Peralta [4] and Chatterjee [5], respectively. The independent domain theory
involves complicated accounting for a volume integral of a function over a varying 2D-domain
for each point in a material to obtain the moisture content. Additionally it implicitly involves
singularities of the function over the domain, as shown in [6].

A simpler model by Pedersen [7], stated as a set of differential equations, provides a good alter-
native. Though, the differential equation inh andm must be solved numerically in the vicinity of
the actual state for each step in time.

The proposed model

The proposed sorption hysteresis model has the following advantages:

• Formulated in terms of current state, thus no accounting forthe history of the relative hu-
midity variations is required.

• Formulated as closed-form expressions enabling easy time integration.
• Generalizes the scanning curves to be independent of the temperature dependent boundary

curves by a normalization .

Uniqueness of scanning curves

In [6] it is argued that adsorption scanning curves origining at different points will not intersect and
likewise for the desorption scanning curves, see figure 3. Hence, a state within the boundary curves
are uniquely defined by the origin of the scanning curve leading to the state, i.e.z0

a = {h0
a,m

0
a}

andz0
d = {h0

d,m
0
d}, see figure 4.
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Figure 3: Grid of non-intersecting adsorption scan-
ning curves and non-intersecting desorption scan-
ning curves.
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Generalization of scanning curves

The expression for the scanning curves will be stated in the normalized parameters(h), which is
the fractional amount of exploited hydroxyl groups at the given relative humidity

s(h) =
m(h) − ma(h)

md(h) − ma(h)
(1)

Hereby the material-, species- and temperature-dependentboundary curvesma(h) andmd(h) are
excluded from the expression for the scanning curves. In figures 5 and 6, some scanning curves
from the different measurements are presented in the 1 by 1 normalized domain.

The mathematical model

As seen in figures 5 and 6, the slope of the desorption scanningcurves originating at the adsorption
boundary curve (h = h0

a, s = 0) will approach the desorption boundary curve (s = 1) asymp-
totically, i.e. ∂s/∂h → 0−. Similar observations are made for the adsorption scanningcurves
originating at the desorption boundary curve (h = h0

d, s = 1), i.e.∂s/∂h → 0+ for s → 0.



The mathematical model in equation (2) implicitly fulfills these requirements and implies the
scanning curves to be uniquely defined by their originsh0

a andh0
d, see figure 4

s =





−1 + 2

(
1−h

1−h0
d

)
(

d1

ln(d2(1−h0
d
))

)

ḣ > 0 ∧ s0 > 0

2 − 2

(
h
h0

a

)
(

d1

ln(d2 h0
a
)

)

ḣ < 0 ∧ s0 < 1

0 ḣ > 0 ∧ s0 = 0

1 ḣ < 0 ∧ s0 = 1

(2)

whered1 andd2 are shape parameters. Equations (2a) and (2b) model the scanning curves during
adsorption (̇h > 0) and during desorption (ḣ < 0), respectively. Equation (2c) simply states that
a state with origin on the adsorption boundary curve (s = 0) will follow the adsorption boundary
curve if adsorption is taking place (ḣ > 0) and similarly for desorption in equation (2d). Since the
scanning curves are known to trail through the initial statez0 = {h0,m0}, the expressions forh0

a

andh0
d can be obtained by solving (2a) and (2b) forh0

a andh0
d, respectively

h0
a = h0(d2h0)

q1 , h0
d = 1 − (1 − h0)(d2(1 − h0))

q2 (3)

where

q1 = − ln(ln(2)) − ln(ln(2 − s0))

ln(ln(2)) − ln(ln(2 − s0)) − d1
, q2 = − ln(ln(2)) − ln(ln(1 + s0))

ln(ln(2)) − ln(ln(1 + s0)) − d1
(4)

The result in terms ofm(h) can be obtained by the reverse mappingm(h) = (md(h)−ma(h))s(h)+
ma(h). An analytical expression for the derivative for time integration into a numerical method is
also easily obtained.

Fitting of the model

In figures 5, 7 and 2, measurements of scanning curves for sorption in Yellow Poplar by Peralta
[8] and Norway Spruce by Ahlgren [1] are simulated by the proposed model. The scanning curves
for sorption in a bleached-kraft paperboard measured by Chatterjee [5] are simulated in figures 6
and 8. The applied shape parametersd1 andd2 for wood and paper are shown in table 1.
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Figure 5: Scanning curves from sorption in Nor-
way Spruce [1] and Yellow Poplar [8].
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Figure 6: Desorption scanning curves from sorp-
tion in bleached-kraft paperboard [5].

In figures 5 and 6 ath → 0 and ath → 1, the deviations of the measurements displayed withs as
a function ofh appear larger, since the denominator ofs approaches zero (ma ≈ md).
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Figure 7: Desorption scanning curves from sorp-
tion in Yellow Poplar [8].
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Figure 8: Desorption scanning curves from sorp-
tion in bleached-kraft paperboard [5].

Wood Paper
d1 -1.32 -1.28
d2 0.88 0.57

Table 1: Shape parameters of the scanning curves

Conclusion

The present paper proposes a sorption hysteresis model, which offers advantages for implementa-
tion in a numerical method. Easy time integration is obtained by expressing the scanning curves
in closed-form solutions with the current state as the only input parameter. General applicability
is provided by excluding the material, wood-species and temperature dependent boundary curves
boundary curves from the hysteresis scanning curves.
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Summary The paper outlines a novel time-sequential space-time adaptive strategy for the finite element
method applied to a class of nonlinear and time-dependent problems. In particular, the non-linear coupled
problem of poro-mechanics is studied as a prototype problem.

Introduction

The poromechanics problem, which is of particular relevance in geotechnical engineering, is a cou-
pled problem in displacement and pore pressure (in its simplest form), and it may involve geomet-
rical as well as material nonlinearity. Typically, fine-grained soils are modelled as (visco)plastic
media. The natural variational setting allows for space-time FE using dG- or cG-methods in
time depending on the expected dominating character (quasistatic or dynamic). Previous work
in this area, applied to the mathematically similar problemof thermoelasticity, focuses either on
space adaptivity [1] or time adaptivity [2] separately, while restricting to linear elastic response.
In this paper, we discuss goal-oriented error computation and the suitable strategy for the com-
bined space-time adaptivity while accounting for non-linearities. In particular, we discuss ways of
avoiding complete remeshing in time due to the strong dissipation (damping of error) via a time-
sequential space-time adaptation of the mesh. In this manner, neither complete re-computations
nor excessive data storage are required.

Numerical results for a geometrically nonlinear hyperelastic porous solid with fluid-filled pores are
presented. In particular, we study the accuracy of the presented error estimation and the efficiency
of the proposed adaptive strategy for different chosen error measures and different levels of non-
linearities.

The abstract problem

We establish the weak form of the space-time problem as follows:

N∑

n=1

∫

In

[(dtΦ[z], δz) + a(z; δz)] dt +
(
Φ

[
z(t−0 )

]
, δz(t+0 )

)
+

N∑

n=2

(
[[Φ[z]]](tn−1), δz(t+n−1)

)

=

N∑

n=1

∫

In

l(δz) dt +
(
Φ[z0], δz(t+0 )

)
,

whereΦ[z] is the conservation quantity,a(•; •) is a spatially weak form pertinent to the balance
relation(s), possibly non-linear, andl(•) represents (spatial) data/loading to the problem. The sum-
mation in the weak form is made over each discrete time-step.Moreover,z denotes the unknown
solution andΦ0 is the initial condition onΦ[z]. In the studied case of quasi-static loading of a
porous medium, we may setz = (u, p), whereu andp are the displacement of the solid skeleton
and the pore-pressure, respectively. Given a finite elementapproximation ofzh, we may compute
the space-time residual asR(zh; δz).



Based on duality arguments, we seek the error in a quantity ofinterest,E, via the solution of
the auxiliary dual problem. A hierarchical decomposition of the pertinent dual solutionz∗ can be
expressed as

z∗ = z∗h + ∆
(s)
z ∗ + ∆

(t)
z ∗ + ∆

(st)
z ∗,

wherez∗h is the part inside the FE-approximation space,∆
(s)
z ∗ is the spatial enhancement,∆

(t)
z ∗ is

the temporal enhancement, whereas∆
(st)
z ∗ is the combined enhancement. Using the hierarchical

split of the dual solution, we may express the error in terms of the residual as follows:

R(zSOL
h ; z∗)︸ ︷︷ ︸
≃E

= R(zSOL
h ; z∗h)︸ ︷︷ ︸
≃ESOL

+ R(zSOL
h ;∆

(s)
z ∗

h)︸ ︷︷ ︸
≡

(s)

E FEM

+ R(zSOL
h ;∆

(t)
z ∗

h)︸ ︷︷ ︸
≡

(t)

E FEM

+ R(zSOL
h ;∆

(st)
z ∗

h)︸ ︷︷ ︸
≡

(st)

E FEM

, (1)

whereEsol is the error due to incomplete solution of the non-linear setof FE-equations and
(s)

EFEM,
(t)

EFEM and
(st)

E FEM are the discretization errors.

Based on a coarse dual solution, i.e. a coarse primal- and dual-solution sweep, the error estimate
can be evaluated sequentially, without recursive computations of the entire problem. In this man-
ner, the problem is solved in one single step, aiming forglobal error control in space and time in
a quantity of interest.

Numerical example

The proposed strategy is employed for the solution of a non-linear poro-(hyper-)elastic problem.
Snap-shots of the resulting spatial meshes for a target accuracy of0.5% in a time-integrated pres-
sures value is shown in Figure 1.
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Figure 1: Snapshots of resulting meshes using a time-sequential adaptive strategy. The adaptivity targets the
accuracy in a time-integrated (regularized) point-wise pressure.
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Summary In this work the constitutive evolution equations are reformulated using the assumption of
constant strain rate which results in a set of ODEs. The set of ODEs is reduced using a compact description
of the stress space. To calculate the consistent tangent an extra set of ODEs needs to be solved. This
set of additional ODEs is solved simultaneously with the evolution equations, which allows for an effi-
cient numerical treatment. To investigate the solution method an elasto-plastic damage model is considered.

Introduction

To make practical use of constitutive material models some numerical method, e.g. the finite ele-
ment method, must be employed and the constitutive equations must be solved (integrated) over a
finite step in time. Due to the importance and complexity of this problem, several approximative
algorithms have been developed with different accuracy and stability properties. However, these
algorithms have not only importance for the accuracy of the numerical integration of the con-
stitutive equations, but they also influence the corresponding algorithmic (or consistent) tangent
stiffness matrix used in a truly Newton-Raphson scheme when the global equilibrium iterations
are performed.
The canonical method, today, for integrating the constitute laws is the closest point projection
method. This method is based on an implicit scheme where the yield criterion is enforced at the
end of the time step. In the present work the constitutive equations are reformulated using the as-
sumption of constant strain rate within a time step. The assumption allows the evolution equations
that govern the response of the material to be rewritten as a set of ordinary differential equations
(ODEs). Several methods for solving ODEs exists in the literature and in this work we will make
use of a Runge-Kutta scheme.

Assumption of constant strain rate

The finite element solution procedure provides the displacement field at discrete time steps and
the task for the constitutive driver is to update the stresses and internal variables accordingly. In
order to formulate the constitutive equations as a set of ODEs some assumption of how the strain
vary in the time step must be made. For the situation where small strains applies the simplest and
most natural assumption is to take the strain rate to be constant during the integration process, i.e.

ε̇ =
∆ε

∆t
(1)

where ∆ε and ∆t are the strain increment and time increment between two states in the time
discretization, respectively. Using this assumption it will be shown that the evolution laws for the
plastic strain and the internal variables can be written as a set of ODEs, i.e.

ẏ = f(y, ε̇) (2)

The size of the system is mainly determined by the number and rank of the internal variables. For
complex constitutive models the size of system becomes significant and in the present approach



we will make use of a set of reduced variables to describe the stress space. This approach has been
used by Krieg and Krieg [1] and Ristinmaa and Tryding [2] who was able to obtain a closed form
solution for some simple constitutive models. It turns out that for the isotropic hardening elasto-
plastic damage model that will be considered a system of only three variables must be integrated.
However, it turns out that no closed form solution can be obtained, i.e. a numerical integration
scheme must be adopted.
Before an integration of (2) can be performed the integration limits must be identified. Using (1)
it turns out that one (possible non-linear) scalar function can be used to determine the integration
limits, i.e. the time when the response switches from being elastic to elasto-plastic. Having the
integration limits a standard ODE solver will provide the solution. A group of solvers that have
proved to be reliable for stress updating are the Runge-Family solvers, cf. Wallin and Ristinmaa
[3]. One important feature of the Runge-Kutta solvers is that they provide an estimate of the error.
This error control can be used to determine an acceptable step-length.

Consistent linearization

The use of the ATS tensor that follows from a consistent linearization of the algorithmic elasto-
plastic laws is crucial for the convergence rate in a Newton-Raphson scheme. In the present algo-
rithm it turns out that the set of internal variables y must be differentiated with respect to the new
displacement field, i.e.

X =
dy

dε
(3)

must be obtained. Straight forward differentiation of (2) with respect to the strain results in

Ẋ =
∂f

∂y
X +

∂f

∂ε
(4)

It should be noted that (4) constitutes a set of ODEs. In the present approach (2) and (4) are solved
simultaneously which significantly reduces the computational cost. In conclusion, the set of ODEs
that needs to be solved takes the form

Ż =
d

dt

[

y

X

]

= F (Z, ε̇) (5)

From the updated solution Z it follows that all internal variables as well as the algorithmic tangent
stiffness tensor can be calculated.
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Summary An anisotropic large strain elasto-plastic material model based on a spatial formulation is
presented. The anisotropic properties of the material are modeled by structural variables. The evolution
of the anisotropy is accounted for by introducing a linear map similar to the deformation gradient, but
operating on the substructure instead of the continuum. The performance of the model is investigated for
cup drawing of a material with cubic symmetry.

Introduction

The modeling of anisotropic material is often made by introducing additional variables account-
ing for the directional dependent properties for the material, e.g. [1]. As the material is deformed
by external load one would expect that these directional dependent properties would be affected
and evolve in some way. When modeling large strains the usual approach is to decompose the
deformation gradient into an elastic and a plastic part and by doing so one automatically intro-
duce an intermediate configuration. The orientation of this configuration has to be dealt with by
care, especially for anisotropic materials. This was discussed by e.g. [2]. Here the evolution of the
substructure was accounted for by a skew symmetric tensor called the plastic spin, describing the
spinning of the substructure in reference to the continuum. However, when adopting a spatial for-
mulation it can be shown that no specific choice of the intermediate configuration has to be made.
Furthermore, based on [3], the evolution for the substructure is in the presented work described
by second order tensors, i.e. a more general format. The development of evolution laws for the
continuum and for the directional variables is made in a thermodynamically consistent way. By
investigating the dissipation inequality the definitions of the stress, here the Kirchhoff stress, and
for the stress driving the evolution of the directional variables can be obtained.

Procedures and results

The modeling of elasto-plastic material at large strains is here accounted for by a multiplicative
decomposition of the deformation gradient, F = F eF p, into an elastic, F e, and a plastic part,
F p. To model the anisotropic material behavior unit directional vectors, V (α), are introduced
in the reference configuration. These director vectors represent in a phenomenological way the
substructure of the material which is assumed to hold the directional dependent properties of the
material. As the material is deformed the director vectors are affected and a new set of director
vectors in the current configuration is obtained as v(α) = ∆

(α)V (α). ∆(α) represent linear maps,
here called substructural deformation gradients, which operates on respective director vector. It is
emphasized that this is a general second order tensor. In a similar fashion as for the deformation
gradient these maps are decomposed, ∆

(α) = α(α)β(α), into one part associated to the elastic
deformation, α(α), and one part associated to the plastic deformation, β(α). The kinematics for the
continuum and the substructure are summarized in Fig.1 From the multiplicative decomposition of
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Figure 1: Deformation of the (a) continuum and (b) the substructure.

the deformation gradient and of the substructural deformation gradient one obtains the following
relations

Lv(b
e) = −2sym(Lpbe)

Lv(v
(α)) = −(Lp

− λ(α))v(α)
(1)

where Lv(b
e) and Lv(v

(α)) denotes the Lie-derivative of the elastic Finger’s tensor, be = F eF eT ,
and the Lie-derivative of the spatial director vectors, respectively. Lp represent the spatial plastic
velocity gradient for the continuum and λ(α) the equivalent quantity for the substructure.
To derive specific evolution laws associative plasticity was assumed where the yield function acts
as convex plastic potential function. For the evolution of the substructure the following specific
form was adopted

λ(α) = −λ
η

2

(

beτbe−1
− τ

)

(2)

here λ is the non-negative plastic multilayer, η a material parameter and τ is the Kirchhoff stress
tensor. The result of this specific evolution law will be that the plastic deformation rotates the
director vectors in the intermediate configuration to a different orthogonal triad and the unit length
will be preserved.
For an anisotropic material the standard exponential integration scheme is not convenient to use,
this due to the non-coaxiallity of the stresses and their conjugated flow directions. Here a fairly
simple integration routine is used where an extra constrain is introduced to assure plastic incom-
pressibility.
To test the model simulation of a cup drawing process was performed. A typical result from the
simulations is viewed in Fig.2. From Fig.2 it is shown that the characteristic ”earing” shape of the
cup has been successfully simulated.



Figure 2: Result from simulation of the cup drawing process.

References

[1] J. Boehler Applications of tensor functions in solid mechanics. International Center for Mechanical
Sciences, no 292, Udine, Springer Verlag.

[2] Y. Dafalias The plastic spin. Journal of Applied Mechanics, 73, 865–871, (1986).
[3] M. Harrysson, A. Harrysson and M. Ristinmaa Description of evolving anisotropy at large strains.

Mechanics of Materials, In Press.



Computational Aspects on Multiscale Modeling of Polycrystallines
with Gradient Crystal Plasticity

Magnus Ekh∗, Mikkel Grymer and Kenneth Runesson
Department of Applied Mechanics

Chalmers University of Technology, Gothenburg, Sweden
e–mail: magnus.ekh@chalmers.se

Summary This contribution deals with numerical aspects concerningmultiscale modeling of polycrys-
talline metals. Each grain in the microstructure is modeledby crystal plasticity with gradient hardening in
order to capture size-effects in the modeling.

Introduction

This contribution deals with the simulation of the behaviorof a grain structure of a polycrystalline
metal. If such a grain structure is sufficiently large it can be regarded as a representative volume
element (RVE), which plays a key role in multiscale modelingof materials. The behavior of such
a grain structure depends on, e.g., grain geometry, volume fraction of different phases, and grain
size. A way of including the grain size dependence in the modeling of the grain structure will be
presented. Alternative formulations can be found in, e.g.,[1], [2].

Within the framework of continuum thermodynamics and finitestrains, we formulate a model for
crystal (visco)plasticity, crystal and gradient hardening. The gradient hardening gives a contribu-
tion for each slip system which is added to the well established local hardening.

In order to solve the arising coupled field equations (for thedisplacements and the hardening of
the slip systems) the dual mixed FE algorithm proposed in [3]is applied. The contribution presents
numerical study how model parameters (such as grain size) will influence the homogenized macro-
scopic stress-strain response of a 2D model of a polycrystal.

Finally, an algorithm that parallelize the total FE probleminto an FE problem for each grain is
presented.

Crystal plasticity model

In order to include a gradient dependence of the hardening variable kα associated with the slip
directions̄α, we propose the following free energy (per unit undeformed volume):

Ψ(C̄, kα, s̄α · ∇kα) = Ψe(C̄) +
∑

α

[
1

2
Hlk

2
α +

1

2
Hg l2α [s̄α · ∇kα]2

]
(1)

whereC̄ is the elastic Cauchy-Green tensor.

The plastic part of the free energy can now be used to define (byfollowing the arguments put
forward by [4] the local hardening stressκα,l and the gradient hardening stressκα,g:

κα,l = − ∂Ψ

∂kα

= −Hl kα (2)

κα,g = ∇ · ∂Ψ

∂∇kα

= Hg l2α
∂2kα

∂s̄2
α

(3)



Hence, the total hardeningκα in each slip system consists of a local and a gradient part:

κα = κα,l + κα,g = −Hl kα + Hg l2α
∂2kα

∂s̄2
α

(4)

In summary, we assume the following evolution equations (ofthe associative type):

l̄p = Ḟ p · fp =
∑

α

λ̇α

∂Φα

∂M̄
t

=
∑

α

λ̇α [s̄α ⊗ m̄α] (5)

k̇α = λ̇α

∂Φ

∂κα

= −λ̇α (6)

where, in a viscoplastic format,λ̇α can be expressed as

λ̇α =
1

t∗

[〈Φα〉
C0

]m

A rate-independent solution is obtained ift∗ → 0. In the above expression the yield functionΦα

is defined as:

Φα = M̄
t
: [s̄α ⊗ m̄α] − κα − σy,α (7)

whereM̄
t is the elastic Mandel stress.

Numerical examples

Henceforth, we consider a square Representative Volume Element (RVE). For simplicity, we as-
sume plane strain for the RVE. All the grains have four slip systems, with directions randomly
chosen for all grains. Dirichlet boundary conditions on theboundaryΓ̄ of the RVE are chosen that
correspond to a prescribed macro–scale deformation gradient F̄ = I + H̄. Hence, the boundary
conditions are

u(X) = H̄ · X, X ∈ Γ̄ (8)

We have assumed the boundary conditionk̇α = 0 (⇒ kα = 0) at grain boundaries. Furthermore,
the results shown below are for the case of rate-independence (i.e.,t∗ → 0). The macroscopic
shear stress̄P12 vs the macroscopic shear strainγ̄ is shown in Fig. 2 for three values of the square
RVE’s side–lengthL.

Fig. 1 shows the size effect due to gradient hardening for fixed material parameters but for in-
creasing grain size. The plot shows a representation of the plastic strain field, in terms of effective
hardening strainkeff =

√
k2

1 + k2
2 + k2

3 + k2
4 . Since the (absolute) size of the boundary layers

with large gradient effects should be approximately the same regardless of the actual size of the
grains, the boundary layers will appear thinner when the grain size increases (which is clearly
demonstrated in Figure 2).



Figure 1: Effective hardening strainkeff . Unconstrained displacement field. Comparison for RVE side
lengths 4,8,16µm (from left to right). The same color scale is used in all plots.
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Figure 2: Macroscopic stress–strain response (P̄12 vs. γ̄) showing the size dependence on the amount of
hardening.
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Summary Different aspects of the plane stress condition in concurrent two-scale computational (first
order) homogenization are discussed. The basic ingredientin computational homogenization is the
calculation of the macroscale stress, for given macroscaledeformation, via RVE-computations. Two
modeling assumptions are compared: The subscale (Hill type) and macroscale type (Taylor type) plane
stress conditions. The corresponding iterative strategies and the macroscale algorithmic tangent operators
are derived using the primal (conventional) approach. The performance of the various iterative strategies
are compared for a single RVE-problem as well as in a fully concurrent analysis of a complex substructure
(duplex stainless steel) under realistic subscale modeling based on crystal plasticity with hardening.

Introduction

A general approach to account for the effect of the material substructure in constitutive modeling
is to carry out (analytical or) computational homogenization on a Representative Volume Element
(RVE) as the key ingredient of Computational Multiscale Modeling (CMM). This presumes com-
plete scale separation such that the subscale solutions interact only via theirhomogenized results
on the macroscale, typically via equilibrium of macroscale stresses. To obtainrepresentative re-
sults, the size of the RVE must be sufficiently larger than the characteristic length of the subscale
structure, e.g. the particle spacing in a particle-reinforced composite, cf.Zohdi and Wriggers [3].

Fully 3D concurrent multiscale computations for materials with complex substructure are still
prohibitidly expensive, which motivates resorting to 2D modeling when possible. Thereby, the
plane stress assumption is a classical condition; however, it is possible to impose this conditions in
two different ways in the context of homogenization: (i)Subscale plane stress means that the plane
stress condition is imposed on the subscale everywhere within the RVE (while the corresponding
subscale out-of-plane strain componenets are unknowns to be computed), (ii) Macroscale plane
stress means that the plane stress condition is imposed as the constraint of vanishingmacroscale
stress (while assuming a Taylor assumption on the corresponding out-of-plane strain components,
such that these macroscale components will be computed).

A particular issue is the efficient computation of the macroscale algorithmic tangent stiffness ten-
sor based on the availability of the corresponding subscale tangent (which is obtained upon the
appropriate linearization of the time-integrated evolution equations for internal variables pertinent
to the subscale constituents).

The presentation is outlined as follows: First, the variational settings for the continuous format
of the subscale and macroscale plane stress RVE-problems are established. The FE-formulations
and pertinent iterative algorithms are then given, and the pertinent macro-scale algorithmic tan-
gent stiffness (ATS) tensor is computed (using the primal approach). The model problem for the
algorithmic evaluation is presented including a short summary of the crystal plasticity model that
is used in order to have a realistic subscale modeling of the Duplex Stainless Steel (DSS) mate-
rial, cf. Ekh et al. [2]. Computational results are given that illustrate the influence of the different



model assumptions as well as the performance of the various iteration strategies both for single
RVE computations and for full-fledged concurrent sub-macroscale computation.

Computational results

For all calculations, a cold worked austenitic-ferritic duplex stainless steel(DSS) with a phase
fraction of 50% for both phases is considered. The cold working generates the characteristic elon-
gated phase structure that can be seen in Fig. 1. The underlying phase/grain structure is identified
in the RVE, which is attached to every Gauss point in the macro-scale grid, cf. Fig. 1. The RVE is
generated using a Voronoi polygonization algorithm, cf. Cannmo et al. [1], and it is composed of
64 grains that are discretized using CST elements.

T
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Figure 1: Grain/phase structure of DSS, the 2D RVE and unit cells.

We shall consider the macroscale response of a single RVE for the different plane stress conditions
and iteration techniques. The macroscale in-plane deformation mode is simple shear, which is
applied to the RVE as a prescribed macro-scale displacement gradient, i.e.,H̄I = γ e1 ⊗ e2. As
the macroscale output we compute the Cauchy shear stressσ̄12.

From the results in Fig. 2 it can be seen that the macroscale plane stress condition gives rise to
a stiffer response than does the subscale plane stress condition. This fact can be rationalized by
recalling that the macroscale plane stress assumption introduces a state of generalized plane defor-
mation with respect to the out-of-plane direction. Hence, a Taylor type of condition is introduced
for the deformations in the out-of-plane direction. Obviously, this condition imposes a kinematic
constraint as compared to the subscale plane stress condition, which meansthat the response will
be stiffer (in accordance with numerical observations).
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Figure 2: Macroscale Cauchy shear stress vs shear strain. The dashed line corresponds to the macroscale
plane stress condition, whereas the solid line correspondsto the subscale plane stress condition.

In order to investigate the difference in the stress and strain distributions onthe sub-scale for the
two plane stress conditions, the (effective) von Mises stress is shown in Fig. 3. It can be seen that,
by-en-large, the macroscale plane stress condition gives a somewhat larger effective stress than
the subscale plane stress condition.
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Figure 3: Subscale von Mises effective stress and displacements forγ = 1.0: Macroscale plane stress con-
dition (left) and subscale plane stress condition (right)

Another illustration of the difference between the macro- and subscale plane stress conditions is
given in Fig. 4, which shows the distribution of the out-of-plane Cauchy stress,σ33. In particu-
lar, for the subscale plane stress condition the Cauchy stress is equal to zero in the whole RVE.
However, for the macroscale plane stress condition the stresses vary between large tensile and
compressive values, although the volume average is always equal to zero (as imposed).



1500

1000

500

0

500

1000

1500

Figure 4: Subscale out-of-plane Cauchy stressσ33 for γ = 1.0: Macro-scale plane stress condition (left) and
sub-scale plane stress condition (right)
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ABSTRACT. Fatigue crack propagation rates are affected by the characteristics close 
to the crack tip. A method is developed to measure the displacements along the crack, 
close to the crack tip, using high resolution scanning electron microscope images. 
Images are taken throughout the load cycles to observe the displacements of a crack 
exposed to one single overload. The potential drop technique is used to measure the 
electrical contact between the crack surfaces. 
For experiments with R=0.03 and ΔK in the mid Paris region and higher, a remaining 
displacement is detected and both the crack opening and closure loads are decreased 
after the overload. This leads to an increasing effective stress intensity factor range 
which results in an initially higher crack propagation rate following the overload.  
 
INTRODUCTION  
From the work by Elber [1] in the seventies it is well known that the crack closure level 
has a pronounced influence on the crack propagation rate. The assumption is that the 
stresses in the crack tip vicinity become positive at the stress level where the crack 
opens. From this load, measured globally, and maximum load, an effective stress 
intensity factor range can be calculated. With this entity, the dependence on stress ratio 
R can be eliminated, so that the crack propagation rates are the same at same effective 
stress intensity factor range.  
When a fatigue crack is exposed to an overload, the crack opening level is changed and  
the plastic zone size is increased, and this will influence the crack propagation rate 
da/dN [2], [3], with a the crack length and N the number of cycles. Under small scale 
yielding conditions the changes in da/dN are related to variations, through the load 
cycles, in the crack shape close to the crack tip, and the shape may be affected due to 
residual stresses, crack surface roughness or other features.  
To measure the opening and closure stresses levels, different techniques can be used. 
The compliance method provides the global load versus displacement, measured e.g. at 
a point far from the crack, at the crack mouth, or along the crack path. For this, different 
types of extensometers, or clip gages [4] are used, or microscope observations [5] made. 
Another method to measure the crack closure and the crack propagation rate is the 
potential drop technique [6], [7]. This method measures the electrical potential drop 
over the crack mouth when a direct current passes through the test specimen.  
The aim of this study is to investigate the characteristics of the crack tip displacements 
continuously during the load cycles for the case of a fatigue crack, exposed to one single 
overload. An in-situ scanning electron microscope (SEM) technique is used to take high 



resolution images of the crack tip region, and the images are analyzed with an image 
analyzing computer program.  
 
EXPERIMENTAL PROCEDURE 
In-situ SEM crack propagation experiments were performed on Inconel 718. The 
experiments were run with load cycles with constant applied minimum and maximum 
loads, resulting in increasing stress intensity factor with increasing crack length. The 
crack was grown some distance away from the initial notch where after one single 
overload cycle was applied. The overload cycle, the cycle before it and the one after 
were observed. Compliance curves were measured at a small distance behind the crack 
tip from high resolution SEM images taken during the load cycles. 
 
RESULTS AND DISCUSSION 
Compliance curves were produced from displacements close to the crack tip to include 
effects from the plastic zone. This effect was obvious in the mid and high Paris regions, 
with stress intensity factor ranges between 40 and 70 MPa√m and including one single 
overload cycle. During the overload the plastic zone increased, resulting in a remaining 
deformation of the crack faces, that separates them up to a distance of 10 μm from the 
crack tip at zero load. This is seen from the compliance curves in fig. 1 for the overload 
cycle, the cycle before, and the one after the overload. Figure 1 applies to 
∆K=65MPa√m, R=0.03, and Kol=82 MPa√m, with Kol denoting the overload stress 
intensity factor. 
The compliance curve after the overload, □ in fig. 1, shows that the opening and closure 
stresses have lower values as compared to prior to the overload, which gives less crack 
closure. This results in a higher effective stress intensity factor range, which increases 
the forces on the material at the crack tip, leading to increasing crack propagation rate 
directly after the overload. 
Observations of the shape of the crack close to the tip during the overload cycle show 
that at moderate load levels, the crack tip is sharp even during the overload. When the 
load level is increased, the crack tip starts to blunt due to the large plastic deformations 
of the grains at the crack tip. These grains are damaged from plastic slip, which results 
in a crack tip region with numerous sharp micro cracks. The following crack extension 
starts from one of these micro cracks, and a sharp crack tip is formed through 
coalescence with the blunted crack tip formed during the overload. There are no 
remaining displacements in the crack vicinity for the some hundred cycles following the 
overload. 
For every cycle following the overload cycle the opening and closure loads from the 
compliance curve increase due to increasing length of the sharp crack propagating away 
from the blunted area. The shape of the compliance curve after the overload gradually 
approach a shape similar to the one before the overload, but at a higher PD-signal level, 
i.e. the potential drop is increased due to the increase in crack length.  
One characteristic of the potential drop curves is a pronounced knee at high stress 
intensity factor levels and this provides the level of crack opening and closure loads 
where the crack surfaces have no electrical contact, cf. fig. 2. This load level is higher 



than the opening and closure loads measured from the compliance curves. For loads 
close to the threshold value there is no knee in the PD curve because the crack tip is 
sharp and there is still electrical contact between the crack surfaces at maximum load. 
This is in contrast to cracks in the mid and high Paris regions, where the crack opening 
displacement is larger, and the crack surfaces are electrically separated at maximum 
load. 
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Figure 1. Compliance curves for the cycles before (∆), during (o) and after (□) the 

overload cycle. ∆K=65MPa√m, R=0.03, Kol=82 MPa√m. For δ, cf. fig. 1. 
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Figure 2. Potential drop signal versus applied load. The curves refer to before (∆), 

during (o) and after (□) the overload cycle. ∆K=65MPa√m, R=0.03, Kol=82MPa√m. 
 
 



CONCLUSIONS 
To investigate the mechanisms affecting the crack propagation rate an image analyzing 
technique was developed to measure the displacements close to the crack tip. 
Compliance curves were obtained from the measured displacements, and crack opening 
and closure loads determined for different load sequences.  
It was found that the shape of a compliance curve is affected by the plastic zone close to 
the crack tip, even at small scale yielding.  
At potential drop measurements knees during loading as well as during unloading give 
distinct levels of crack opening and closure. For the mid Paris region, the crack tip was 
found to be sharp and electrical contact between the crack surfaces, even at maximum 
load, was observed.  
The compliance curves show lower values of crack opening and closure levels than the 
potential drop measurements. This is because the compliance curve is based on the 
plasticity influenced displacements close to the crack tip whereas the potential drop 
technique is based on the electrical contact between the crack surfaces along the full 
crack length. 
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1. Introduction 
Hydrogen migration under thermal stress gradient in zirconium alloys results in formation of 
hydride blisters [1]. An array of blisters makes Zirconium alloy components of nuclear 
reactors susceptible to fracture [2]. The whole process of hydride blister formation and 
fracture of these components is very complex and involves hydrogen migration under thermal 
gradient, hydride precipitation, straining of the matrix, setting up of hydrostatic stress 
gradient, enhanced hydrogen migration under the combined influence of thermal and stress 
gradient,  stress-reorientation of hydrides [3], cracking of hydrides, crack growth by delayed 
hydride cracking mechanism [4], interlinking of blisters and spontaneous fracture of the 
component.  
In this work we estimate the stress components in hydride blisters and the surrounding matrix 
for certain assumed blister depths. The estimated stress predicts the hydride orientation in the 
matrix surrounding the blisters and will be subsequently used to model the hydrogen diffusion 
under hydrostatic stress and temperature gradients. 
2. Computation 
The matrix of dimension in the ratio 1:5 was considered. The matrix material was Zr having 
hexagonal crystal structure with orthotropic elastic constants [5] and zirconium hydride has 
faced centered cubic with isotropic elastic constants [6]. Computations were made for 
axisymmetric case with symmetry axis along direction 2 (Fig. 1) and with   hydride/matrix 
yield strength ratio of 0.2 [7] and 1.0. Transformation of zirconium hydrogen solid solution 
into hydride is associated with about 17 percent positive change in volume [8]. The body was 
partitioned into several small layers with each layer transformed sequentially (Fig. 1). Phase 
transformation was achieved by imposing small temperature rise and using thermal expansion 
command [9].  
 

 
Fig. 1 Part of the body used for computation. Blister aspect ratio of 5 was considered. 

mailto:Ram.Singh@ts.mah.se


3. Results & Discussion 
Fig. 2 shows the contour plot of equivalent stress in the blister and matrix around it for the 
hydride/matrix yield strength ratio of 0.2 [7].  Phase transformation was achieved by raising 
the temperature. As is evident from this figure most of the regions inside blister and matrix 
are under negligible stress with a small strip at the boundary between blister and hydride 
under very high stresses. Since the hydride is having much lower yield strength as compared 
to matrix, most of the volume change is accommodated inside the blister by hydride plastic 
flow.  
 

 
Fig. 2 Contour plot of equivalent stress in the soft blister and matrix around it. Phase 
transformation achieved in multiple steps. 
 
Fig.3 shows the contour plot of the equivalent stress inside blister and matrix around it with 
both hydride and matrix having identical yield strength. Phase transformation was achieved 
by raising the temperature. The maximum value of equivalent stress was observed at the 
interface between blister and matrix. The stress decays as one move away from the blister 
matrix interface. All earlier investigations [9-10] on hydride blisters have achieved the phase 
transformation by raising temperature and allowing the phase transformation of the whole 
region transforming to hydride in one step.  For comparison the contour plot of equivalent 
stress inside blister and in the matrix around it are shown in Fig. 4. As is evident equivalent 
stresses in the blister and matrix are higher for single step transformation than that for 
multistep transformation. Since hydride blister grow sequentially single step phase 
transformation results in overestimation of stress. For single step transformation elastic, 
plastic dissipation and total energy are 91, 1369 is 1460 MJ for the whole body (Fig. 1) as 
compared to 50.9, 1442.6 and 1493.5 MJ, respectively, for multiple step expansion. 
Fig.5(a) shows the a section of hydride blister [11]. It is evident from this figure that a section 
of hydride blister has three regions. Far away from the center of blister lies region I, 
comprising of matrix and circumferential hydrides (horizontal dark lines). As one approaches 
the center of blister, region II comprising of matrix, circumferential hydrides and radial 
hydrides (normal to circumferential ones) can be seen. Region III is the region of single-phase 
hydride. The texture and microstructure of cold worked and stress relieved Zr-alloy tubes is 
such that under unstressed condition of hydride precipitation circumferential hydrides form. 
When hydride precipitation takes place under stress greater than a threshold value, radial 
hydride may form.    



 
Fig. 3 Contour plot of equivalent stress in the blister and matrix around it for hydride/matrix 
Yield stress ratio of unity. Phase transformation achieved in multiple steps. 
 

 
Fig. 4 Contour plot of equivalent stress in the blister and matrix around it for hydride/matrix 
yield stress ratio of unity. Phase transformation achieved in single step. 
 
In Fig. 5(b), the threshold stress variation across sample thickness is superimposed on the 
plots of estimated stress for blister depths of 0.2, 0.5 and 1.0 mm. The hydride platelet 
orientation at any location in the matrix around the blister is governed by the stresses 
generated due to the hydride blisters. For the regions where tensile stress prevailing at any 
point in the matrix is greater than the threshold stress for reorientation of hydrides, radial 
hydride will also precipitate out.  
 
5. Conclusions 
Stress field in the hydride blister and Zr-matrix were estimated using finite element method. 
The estimated stress computed by carrying out the single step transformation of hydride is 



higher as compared to that obtained by multi-step transformation. The estimated stress field 
could explain the formation of radial hydride in the matrix near the interface region. 
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Fig. 5 shows (a) a section of blister in Zr-alloy [11] and (b) Comparison of the estimated 
stress and threshold stress for reorientation of hydrides across the thickness of the plate used 
for growing hydride blister.  
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Introduction

Tuned mass dampers are increasingly used for structures such as bridges, towers, buildings and
structural parts such as e.g. staircases. The classic design basis described e.g. by Den Hartog [1],
refers to a single damper mounted on a single structural mass. In the case offlexible structures,
such as e.g. the Millennium Bridge in London [2] and the newly completed Langelinie Pedestrian
Bridge in Copenhagen [3], several modes must be damped. This may introduce two new effects
into the design, namely a change in modal frequencies due to the damper masses associated with
the other modes, and a possible change in the mode shapes.

This paper describes a simple procedure for design of a number of tunedmass dampers used to
introduce controlled damping in several modes of a flexible structure. The following section gives
a brief summary of the design basis for a single damper, and this procedureis then extended to
flexible structures via a two-step procedure consisting of an initial estimate and a correction based
on modal vibrations including the damper masses, but excluding the damping effect to provide a
real-valued vibration problem. The procedure is illustrated by an example concerned with damping
of the four lowest modes of a four-span bridge.

Single tuned mass damper

The classic design problem for a single tuned mass damper is illustrated in Fig. 1. The structure is
represented by a massm0 supported by a springk0. The tuned mass damper consists of a damper
massmd mounted on the structural mass by a spring with stiffnesskd and a viscous damper with
damper constantcd. The motion is described by the motion of the structural massx0 and the
relative motionxd of the damper.

k0
m0

x0

kd

cd

md

x0 + xd

Figure 1: Single degree of freedom with mass damper

The design procedure for a single tuned mass damper mounted on a well defined structural mass
makes use of the mass ratioµ, the structural angular frequencyω0, the angular frequency of the
rigidly mounted damper massωd and the damping ratio of the rigidly mounted damper massζd,

µ =
md

m0
, ω2

0 =
k0

m0
, ω2

d =
kd

md

, ζd =
cd

2ωdmd

(1)



The usual design procedure consists in selecting a sufficiently large massratio - usually in the
order of 3-5%. The optimal frequency tuning and damping ratio are then determined by

ωd =
ω0

1 + µ
, ζd =

√
1

2

µ

1 + µ
(2)

The classic damping value of Den Hartog [1] has a factor3
8 , but it has recently been demonstrated

that the factor12 leads to better damping of the structure and minimizes the relative motion of the
damper mass, [4]. Use of the optimal tuning parameters in Eq. 2 leads to two coupled structural
modes with identical damping ratioζs ≃ 1

2ζd, [4]. Thus, a mass ratio ofµ = 0.05 leads to a
structural damping ratio ofζs ≃ 0.077, sufficient to eliminate most vibration problems.

Multiple dampers on flexible structures

Let the flexible structure be represented by a discreized model with the displacement vectoru and
equation of motion

Mü(t) + Cu̇(t) + Ku(t) = Q(t) (3)

M, C andK are the mass, damping and stiffness matrix of the structure, andQ(t) is the time
varying external load vector. Damping is typically introduced into the individual vibration modes
uj , determined from the generalized eigenvalue problem

(K − ω2
j M )uj = 0 , j = 1, · · · , n (4)

whereωj is the natural frequency of modej. The modal mass is defined as

mj = u
T
j Muj (5)

and represents the part of the structural mass that participates for the particular mode. When one
or more mass dampers are mounted on the flexible structure to introduce dampinginto modej the
effective damper mass for this group of dampers is

md
j = u

T
j M

d
j uj (6)

whereM
d
j contains the masses of the dampers in the diagonal at the degrees of freedom corre-

sponding to the locations of the dampers on the structure. Thus, the effective mass ratio of modej
is given as

µj =
md

j

mj

(7)

The optimal parameters for the tuned mass dampers associated with modej can be found by Eq. 2.

For the flexible structure with dampers the vibration modes and natural frequencies become com-
plex valued due to phase differences. The complex modes and frequencies are found from the
expanded symmetric eigenvalue problem

{ [
K 0

0 −M

]
+ iω

[
C M

M −0

] }[
u

iωu

]
=

[
0

0

]
(8)

where the system matricesM, C, K and the displacement vectoru include both structure and
dampers. The damping ratio is extracted as the relative imaginary part of the natural frequency,

ζj =
Im[ωj]

|ωj |
(9)



Design procedure

The present design procedure for multiple tuned mass dampers relies on theoptimal expressions
in Eq. 2 for a single tuned mass damper, where the mass ratio is defined in Eq. 7. However, to
take the effects from the other dampers into account, the procedure consists of two steps: 1) A
preliminary design based on the undamped vibration modes and 2) a correction based on the mode
shape for the structure including mass and stiffness (from step 1) of all dampers forthe other
modes. Thus, in step 2 the stiffnesskd and damper parametercd from the preliminary design are
recalculated based on the modified vibration form due to the tuned mass damperassociated with
the other modes that are being damped.

37.5 m37.5 m 42.5 m42.5 m

Figure 2: Four-span bridge.

The design procedure is illustrated in terms of the four-span bridge shownin Fig. 2. The elastic
modulusE, cross section areaA, moment of inertiaI, mass per unit lengthρ and lengthL are

E = 300 GPa , A = 0.5 m2 , I = 0.08 m4 , ρ = 6400 kg/m , L = 160 m

These properties represent typical values for e.g. pedestrian bridges with span lengths as shown in
Fig. 2. The aim is to introduce damping into the lowest four vibration modes with mode shapes
shown in Fig. 3. Two tuned mass dampers with equal properties are introduced for each mode and
placed according to the maximum of the associated vibration modes as indicated inFig. 3.

mode 1 mode 2

mode 3 mode 4

Figure 3: Undamped vibration modes and damper location.

In the idealized form with a single structural mass the use of a single damper splits the original
undamped mode into two modes with equal damping ratioζs ≃ 1

2ζd. The use of two dampers
introduces a third mode in which the dampers act in opposite phase and thereby retain the full
damping ratioζs ≃ ζd. For flexible structures the behavior of the dampers may be more compli-
cated as illustrated for mode 1 in Fig. 4 showing the real part of the three vibration forms.

The desirable mass ratio of the design procedure isµ = 0.05 for all four modes. The results of the
two-step procedure is summarized in Table 1, where the damper parameters and the damping ratio
for the structural modes are given for both the preliminary tuning (step 1) and the correction (step
2). It is seen how the correction step leads to a larger critical damping ratio for each mode.
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Figure 4: Mode shapes with dampers for mode 1. Dampers tuned to: mode 1 (circle), mode 2 (square), mode
3 (triangle) and mode 4 (diamond).

modej 1 2 3 4

ω0 16.51 20.97 27.17 32.31
Damper mass 4700 / 4700 4450 / 4500 3900 / 3900 4150 / 4150

ωd 15.72 19.97 25.87 30.77
Step 1 ζd 0.155 0.154 0.155 0.154

ζj 0.055 / 0.107 0.069 / 0.110 0.096 / 0.103 0.116 / 0.083

ωd 14.91 17.17 26.26 32.29
Step 2 ζd 0.163 0.161 0.153 0.147

ζj 0.071 / 0.074 0.075 / 0.081 0.083 / 0.099 0.091 / 0.091

Table 1: Modal properties of bridge withµ = 0.05.

The effect of the correction step is illustrated in Fig. 5, showing the complex natural frequencies
for modes 1 and 2. The solid lines represent two half circles, representing the root loci for a single
tuned mass damper, see [4]. These loci initiate from the three natural frequencies whencd → 0.
The dashed line represent the expected damping ratio ofζj = 0.077, whereby the two intersections
(circle) between the dashed line and the small locus represent the expected optimal tuning. The
three natural frequencies from step 1 (asterisk) are seen to be relatively far away from the the
expected locus. However, following step 2 of the procedure the naturalfrequencies (crosses) move
very close to the expected locus and to the intersections (circle), representing the desired efficiency
of 7.77% of critical damping.
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Figure 5: Complex roots for mode 1 (left) and 2 (right).
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Summary In the design of control systems, modeling is an important tool when studying how the
controlled system responds to a certain input. Often, modeling makes it also possible to identify existing
errors, if any, before the algorithms are used in real-world applications. The paper presents ongoing work
aiming at improve the maneuverability and facilitate for operator of the hydraulic cranes mounted on
forestry. Since the application should be able to run in real-time, the description of the system is based on
the rigid body assumption and generalized coordinates using the smallest number of variables possible to
describe the state. The paper presents results from numerical simulations of orthogonal crane tip control.

Introduction

In the design process of robot manipulators or other mechanical systems, accurate modeling of the
dynamics is vital to access forces applied to the structure. Moreover, modeling is also important
when designing fast and robust control systems[1].

Hydraulic cranes may be regarded as robot manipulators where the hydraulic cylinders serves as
actuators. Such cranes are very common in the rational and highly mechanized forestry but to
operate a crane efficiently is a highly qualified work that requires years of practice. The overall
aim of our work is to apply control theory to facilitate for beginners to handle the crane and make
it possible to have short breaks during the operation. This has been applied to mobile cranes[2].

Two approaches to model mechanical systems when the bodies are considered as rigid can be
distinguish. The first approach, used in most commercial rigid body softwares, uses six degrees
of freedom (three translations and three rotations) for each body. The coupling between bodies is
managed by constraint equations which are added to the systems of Ordinary Differential Equa-
tions (ODE) such that a system of Differential Algebraic Equations (DAE)[3] is formed. The
second approach uses a minimum number of parameters termed generalized coordinates[4, 5] (ei-
ther joint distances or rotational angles) to describe the motion. The resulting system of ODE:s
is comparably small, but more complicated to establish and to solve numerically. However, since
the models will be used in real-time computations in this application, we have adopted the second
approach in this work.

The hydraulic crane of forwarders

The crane (RK62) is mounted at a Rottne forwarder. In principle, it consists of mechanical links
(with som flexibility), joints (translational and rotational) and hydraulic actuators, see Fig.1 a. In
normal operating conditions, a rotator and a grapple is attached to the crane tip to handle the logs.
The maximum length is 6.9 m and the mass is approximately 1100 kg. Fig.1 b shows the idealized
crane used in the model. It is composed of rigid body parts, joints (positioned at the origin of the
coordinate systems), key points, rigid links (blue), and actuator elements (red). The motivation of
introducing rigid links is explained below.

Rigid body dynamics

Let us define a set of joint variables (generalized coordinates) q as either being rotations or trans-
lation between two coordinate frames. The state[5] of the rigid body systems could be determined
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Figure 1: a) CAD model of the crane. b) The idealized crane including the actuators and the torque link.
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B(q)q̈ +
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∑

k=1

∂B (q)

∂qk

q̇kq̇ −
1

2
q̇T ∂B (q)

∂q
q̇ − g (q) = Q (1)

where Q is the generalized force vector associated to q and g (q) the gravity force vector. Further,
B(q) is the mass matrix defined by

B(q) =

n
∑

i=1

(Jx(q)i)
T

miJx(q)i + (Jω(q)i)
T

R0,iIiR0,iT Jω(q)i (2)

where mi is the mass, I i is the inertia tensor and J x(q)i denotes the velocity Jacobian and Jω(q)i
the angular velocity Jacobian of the center of gravity of body i, expressed in frame (e0

x, e0
y, e

0
z).

An actuator force uij between two points Pi and Pj contributes to Q in (1) by

Qij = uij

(

Jx(q)Pj
− Jx(q)Pi

)T
e0

ij (3)

where e0
ij is the unit vector from Pi to Pj and Jx(q)Pi

, Jx(q)Pj
are the velocity Jacobian of point

Pi and Pj , respectively.

Closed chains

To create rigid body models in a systematic manner using the concept of generalized coordinates,
adding of a mechanical link implies adding of a new joint variable. However, in certain cases the
links of the manipulator form closed chains i.e. the torque link of the crane. To resolve these cases,
a set of constraint equations

Ψ (q(t), t) = 0 (4)

are used. Differentiating (4) with respect to time two times yields

∂Ψ

∂q
q̈ = Qc (5)

where

Qc = −Ψ̈− 2
∂Ψ̇

∂q
q̇ −

∂

∂q

(

∂Ψ

∂q
q̇

)

q̇ (6)



and if the Lagrange multiplier approach is adopted, (1) is expanded by the constraint equations
according to

[

B(q) Ψ
T
, q

Ψ, q 0

] [

q̈

λ

]

=

[

Q + g (q) − C(q, q̇)q̇
Qc

]

(7)

where λ is a vector of Lagrange multipliers.

Motion control of the crane

Orthogonal control

The layout of the crane makes it possible to reach most points within the working space by an
infinite number of configurations since there is a redundant set of joint variables. One choice
among others to eliminate the redundancy and facilitate for the operator is orthogonal control,
where the objective is to minimize a certain quantity e.g. fuel consumption given the velocities ẋ0

ct

of crane tip. Let us define the optimization problem

min h (q̇d) =
1

2
(q̇d − q̇0)

T (q̇d − q̇0)

s.t. ẋ0
ct − Jxq̇d = 0

(8)

where q̇0 is a vector of joint velocities which reflect the quantity of interest to minimize[5]. The
optimal solution q̇∗

d can be computed from

q̇∗

d = J †ẋtt +
(

I − J †J
)

q̇0 (9)

where
J† def

= JT
(

JJT
)

−1
(10)

is the right pseudo inverse and I is the identity matrix.

Feedback control

Let q̄d denote the vector describing the desired trajectories expressed either in joint variables or
length of the actuator elements and q̄ the vector of their actual values. By defining the error

ē = q̄d − q̄, (11)

the PID[4] control law with gravity compensation imposes the control forces

u = g (q) +

∫ t

0
Kiē dt + Kpē − Kd ˙̄q, (12)

where K i, Kp and Kd are positive definite matrices, to be applied by the actuators to the crane.

Simulation of orthogonal crane control

To give one example of orthogonal control, q̇0 is chosen such that the hydraulic cylinders should
remain as far as possible from their minimum and maximum length. At the crane tip a mass of
200 kg is attached. The crane is initially in rest and positioned as Fig.2 a indicates. The trajectory
to follow, is a triangle in the plane spanned by e0

x and e0
y shown in see Fig.2 a. In the same figure

result from the simulation is shown. Fig. 2 b shows the desired and actual length of the actuator
elements.

Fig.3 a shows the error ē between the desired and actual length of the actuators and Fig.3 b shows
the actuator forces applied to the structure. However, the gravity forces g (q) c.f. (12), is not
included in the result shown.
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Figure 2: a) The initial position of the crane and the trajectory. b) Desired and actual length of the actuators.
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Figure 3: a) The error between desired and actual length of the actuators. b) Forces applied by the actuator.

Concluding remarks, further research

The paper has presented an approach to model rigid body dynamics based on generalized coordi-
nates. The approach is systematic and generates systems of ODE with a comparably small number
of unknowns. It was used to model orthogonal control of a hydraulic crane and in the near future,
the results will be realized and tested in laboratory conditions on a small-sized crane.
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Summary The dynamic response of rubber is dependent of both amplitude and frequency. This paper
studies two different finite element procedures to include amplitude and frequency dependent effects in con-
junction with rolling contact. It is shown how the non-linear dynamic characteristics of the rubber material
influences the rolling contact. Analyzed examples include rolling on a flat surface and rolling over a groove.

Introduction

The purpose of this paper is twofold. The first is to examine two different methods of incorporating
amplitude dependent effects into finite element models of rubber in rolling contact. The second
purpose is to highlight some important aspects of non-linear material characteristics in general and
amplitude dependence in particular when rolling contact isstudied.

For a harmonic load, the amplitude dependence can be seen as adecrease in dynamic modulus
for increasing amplitude. For an increasing amplitude the damping will at first increase until a
maximum is reached after which further increased amplitudewill result in decreased damping.
Partly depending on the application and partly on the specific rubber properties, the amplitude
dependent effects are in many cases far more pronounced thanthe rate or frequency dependence
(Olsson & Austrell 2001). This is especially obvious for applications with moderate amplitudes
and low to moderate frequencies, as well as for rubber with a high proportion of filler particles.
For very low or very high strain amplitudes these effects areusually of less interest.

This paper studies two different methods to account for combined amplitude and frequency de-
pendence in a rolling contact finite element analysis. The first method uses an elastoplastic-
viscoelastic model previously presented in (Austrell & Olsson 2001) and the second is based on an
approximate time-domain viscoelastic model presented in (Olsson et al. 2006). Both methods are
based on simple engineering approaches and utilize commercially available finite element codes,
keeping the added complexity to a minimum. The material tests have previously been presented in
(Olsson & Austrell 2001).

Rubber covered rollers

From an industrial point of view, rubber covered rollers areof great importance in many industrial
applications. From a scientific perspective the simple geometry and loading of rubber covered
rollers make them ideal to study the dynamic effects of rubber material during rolling.

Depending on what industrial application or process the roller is found in, different contact pa-
rameters are important. Contact parameters such as contactwidth, maximum pressure, pressure
gradient and surface strains are all governed by material properties and design variables such as
rubber thickness, roller radius, applied load and rolling velocity, as seen in figure 1. In general
the design variables are simple to control but are hard to correlate to what is happening in the the
contact region. The contact parameters on the other hand areeasier to correlate to the process but
harder to control. Hence, a good model describing the relationship between contact parameters
and design variables is the key to control the process.
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Figure 1: Rubber covered roller, design variables and contact parameters.

Rolling over a smooth surface

In the this section a rubber coated roller is studied when rolling over a flat surface. Using this
example, both the equivalent viscoelastic and viscoelastic-elastoplastic models are used to analyze
the influence of the dynamic material properties.

The analyzed rubber coated roller has a rubber coat of28mm and an outer radius of200mm. The
rolling velocity is10m/s and the compressive displacement of the roller is0.8mm. The roller is
modelled as a long rigid cylinder coated with a thin layer of rubber.

The contact pressures from both the equivalent viscoelastic and the viscoelastic-elastoplastic finite
element model are shown in figure 2. Both models show good agreement with each other. Unfor-
tunately it was not possible to obtain any experimental datato compare with, but the agreement
between the two separate models suggests that the result is reliable.
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Figure 2: Contact pressure when rolling over a flat surface. Dotted line: Overlay method; Solid line: Equiv-
alent viscoelastic method.

The asymmetric shape of the pressure distribution can be explained by the non-elastic properties
of the rubber material. At the first phase of the contact surface the rubber material is loaded until it
reaches the maximum contact pressure after which it is unloaded. Similar to a cyclic material test,



the contact pressure response when unloading will deviate from the load curve. This behaviour
is caused by damping and will result in a loss of strain energy. Thus, the asymmetric shape of
the contact pressure is a result of the material damping. Theasymmetric pressure results in an
increased initial pressure gradient which can be beneficialfor some applications where fluids need
to be driven away from the contact area.

Rolling over a non-smooth surface

In this section a rubber covered roller is studied to see how different material properties will
influence the contact prpoerties.

As was seen in figure 2 both the equivalent viscoelastic and elastoplastic-viscoelastic model will
give the same pressure distribution rolling over a flat surface. Trying different material models
indicated that the pressure distribution was not affected by the material characteristics. The pres-
sure distribution over the contact area was the same irrespective if the rubber were modelled as
elastoplastic or viscoelastic.
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Figure 3: Contact pressure when rolling over a flat surface using fictive material models.©: Elastic model;
▽: Elastoplastic model;△: Viscoelastic model.

To further prove this point two fictive materials were derived; one purely viscoelastic and one
purely elastoplastic. Both material models were fitted to exhibit a constant damping ofd = 0.35
for a frequency range of 5 to 180Hzand a shear strain amplitude range of 1 to 12%.

When rolled over a flat surface both models gave the same shapeof the contact pressure distribu-
tion, only differing in the maximum pressure. Figure 3 show the contact pressure as both models
are rolling at a speed of 10m/sover the flat surface. A purely hyperelastic model is also shown as
a reference.

Using the previously derived fictive material the same roller was studied when rolling over a
shallow groove. The groove is 5mmwide and 0.8mmdeep with the same length as the roller and
situated in the axial direction of the roller.

As seen from figure 4, the elastoplastic model better adapts to the shape of the groove. The
elastoplastic model incorporates amplitude dependence. Although the viscoelastic and elastoplas-
tic models give the same result when rolled over a flat surface, it can be concluded that including



Figure 4: Element deformation when running over a small groove using an viscoelastic (left) and an elasto-
plastic (right) finite element model.

the amplitude dependence, as done in the elastoplastic model, will result in a softer and more
deformable contact region.

Summary

Two different methods to include frequency and amplitude dependence are studied. Both models
gave the same results for a flat surface, suggesting that the contact pressure when rolling over a
flat surface is mainly governed by dynamic modulus and damping and is not dependent on how
the damping is modelled.

When comparing viscous and plastic damping mechanics, it was seen that amplitude dependent
rubber resulted in much softer behaviour of the high strain regions of the rubber surface. This local
softening effect will make the rubber deform more easily andbetter adapt to the geometry of the
groove.
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Introduction 

The present project embraces the overall aim of developing an extremely large telescope capable 
of performing major astronomic research, as well as its iconic and metaphorical value in 
transmitting scientific interest and curiosity to a wide variety of persons and to the public 
generally. Here the enclosure is investigated that introduces a number of special features. The 
major ones are: the aerodynamic shape of the body of the construction that is planned, its elevated 
position and the variable size of its opening to the outside, achieved through use of airfoil-like 
panels. A basic conception involved in the proposal is that of the structure’s having a compound 
asymmetrically curved body or shell. Its overall shape is to be an aerodynamic one.  
The enclosure stands at a considerable distance above the ground supported by pylons, raising the 
entire installation to a level well above the layer of turbulent air located at ground level, generated 
by wind or produced thermally. The body of the enclosure is bisected by a combined observation 
and ventilation aperture – the variable opening of which is controlled by adjustments achieved 
through use of a series of shutters or panels that are aerofoil-like in section and are capable of 
assuming a wide range of different deployment configurations. The possibilities that are found of 
producing different configurations of the blades provides a means of actively creating a laminar 
flow over the surface of the telescope and of achieving increased structural integrity when called 
for during astronomic observations. 

 
Figure 1: The telescope, the enclosure and the energy plant. 



The present report is concerned primarily with CFD analysis of the action of wind, involving 
computation of the wind action, wind turbulence and vorticity density, structural analysis based on 
wind loading. 
 

Statistics of the building structure   A single blade 
Total mass   18,000·103 kg  Mass  50·103 kg 
Total height   166 m   Size  50×17.2×3 m3 
Mass of the turnable part 4000·103 kg 

Structural Model and Analysis 

Complete three-dimensional models of the structural investigation, based on preliminary analysis 
of the conceptual model, were generated, see Figure 2. The models are formulated in a manner 
accommodating each type of structural analysis referred to below.  

         
Figure 2: The finite element models used for analyzing the dome in closed, opened and opened with blades 
configurations. 

The structural topology of the shell has not yet been defined in its entirety. The shell is modelled 
as a sandwich structure, the core of which is defined in terms of its material density percentage. 
The parametric model is defined in a manner allowing the material content to vary over the height 
of the structure. This generates a true mass distribution over the structures entire height, also 
allowing the dynamic behaviour of the structure to be simulated.  
The model includes the following parameterized entities: t = overall thickness, t1 = thickness of the 
inner layer, t2 = thickness of the outer layer, t3 = thickness of the core, E1 = modulus of elasticity of 
the inner layer, E2 = modulus of elasticity of the outer layer, t3 = modulus of elasticity of the core, 
see also Figure 3. 

 
Figure 3: Schematic sketch of the parameters used in the shell calculations. 



Load cases 
Three different configurations have been analysed for various load cases to determine the 
deformations and stresses on the enclosure, the base ring and the columns: 

 
Closed dome 
• Survival loads 

o Gravitation + Wind speed, 60m/s + Snow, 2000mm + Ice, 230mm 
Open enclosure 
• Operational loads 

o Gravitation + Wind speed, 27m/s + Snow, 200mm + Ice, 50mm 
• Effects of angular acceleration 

o Gravitation + Angular acceleration 
• Effects of loads produced by the moving blades 
Open enclosure with four blades in an up position 
• Operational loads 
• Gravitation + Wind speed, 27m/s + Snow, 200mm + Ice, 50mm 
 

Wind loads were applied as pressure on one side of the enclosure according to their distribution as 
calculated on the basis of CFD-analyses. The snow load was applied to the top part of the 
enclosure, whereas the ice load was applied to the enclosure in its entirety, except for the bottom 
part. The pre-processor used in modelling was Abaqus CAE, a general-purpose pre-processor. The 
various structural analyses conducted were performed using the general finite element program 
Abaqus Version 6.5. The total number of elements was 370,000 and the total number of unknowns 
employed was 280,000. The model was exported from Abaqus CAE to a general file format that 
included the geometrical data for the CFD analyses. Some resulting stress and deformations are 
shown in Figure 4. 
 

 
Figure 4: Stresses and deformations for enclosure in closed, opened and opened with blades configurations. 

Analysis of the wind and fluid dynamics 

The aim of the fluid mechanics study was to investigate the following: the wind load on the 
building envelope, the airflow inside the building for various blade configurations, and the loading 
of the blades. It was of interest here to examine how the flow direction is affected by the blades 
and how the presence of the blades affects the turbulence. In the first part of the study, the closed 



building at wind speeds of 27, 40 and 60 m/s was considered and in the second part a 
configuration in which the  building was almost fully open but the wind speed was very moderate, 
4 m/s.  
The third part of the study involved two-dimensional simulations of a single blade and a set of 
several blades at a wind speed of 27 m/s. The results of the closed-envelope simulations are used 
as boundary data for structural analysis of the dome. 
Assumptions and limitations 
Simulating flow inside and around such a large structure is a formidable task, due to the extremely 
high Reynolds number that applies, which results in very thin boundary layers along the structure. 
Since use of time-resolved simulation methods (such as Large Eddy simulation) is not practical 
here, a Reynolds Averaged Navier-Stokes approach in which statistically stationary wind 
conditions are assumed was employed instead. The resolution close to the wall is critical to 
obtaining the correct flow separation for the structure which in turn affects the pressure 
distribution downwind of the building and thus the force loading as well. The pressure distribution 
on the upwind side is more accurate since it is less sensitive to the point of separation. The flow is 
assumed in both cases to be incompressible, density variations thus being neglected.  
Analyses, tools and methods 
Studies of the following were performed: 

 
• The airflow around the closed building at high wind speeds for certain wind directions 
• The airflow in and around the open building at low wind speed. 
• The airflow around several of the blades at moderate wind speed. 

 
The first two studies are 3-dimensional, whereas the third one is 2-dimensional in order to enable a 
higher resolution of the flow to be obtained, particularly in the boundary layers. 
For modelling the turbulence, use is made of the RNG k-ε model, which is an improvement over 
the standard k-ε model through its employing a renormalisation group theory. This allows the eddy 
viscosity close to the solid surfaces to be damped through the modification of Cμ. The equations 
and parameters of the model are presented below. 
The equations are applied to an unstructured tetrahedral grid, using a first-order upwind finite-
volume formulation. The size of the computational domain fro the three-dimensional cases is 
1000×1000×500 m3, in the stream-wise and the cross-stream direction and in the direction normal 
to the ground, respectively.  
In the three-dimensional cases there are about 700,000 node points. Far away from the building, 
the node distances are of about 25 m, whereas in the region close to the building the grid is refined 
to the degree that on the building surface itself there are node distances of 1 m each. For the two-
dimensional case, the node distances vary from some 25 m in the far field to 1 m close to the 
blades. Close to solid surfaces, further refinement is added, the first node being located 0.05 m 
from the walls, resulting in a total of about 75,000 node points. A uniform velocity profile is set at 
the inlet and the outflow, Neumann conditions being used for all the variables. Slip conditions are 
set at the upper and the side boundaries. At the walls, no-slip conditions are assumed for the 
velocities, and standard wall functions are used for the values for k and ε. The air density is set to 
0.96 kg/m3 and the ambient static pressure to 75,000 Pa. At the inlet the turbulence intensity is set 
to 1%, a dissipation-length scale of 1 m being employed. Figure 6 show some results of the 
analyses. 



 

 
Figure 6: Top: Streamlines for two wind directions, 0 and 45 degrees measured from the rear of the building, 
below: Streamlines for the 2D flow around a blade configuration, coloured in terms of turbulence intensity. 











Dislocation modelling of short fatigue cracks 
 

P. Hansson and S. Melin 
Division of Mechanics 

Lund Institute of Technology, Box 118, SE-22100 LUND  
Per.Hansson@mek.lth.se 

 
 

ABSTRACT. The influence of different load cycles on the growth of a short edge 
crack has been studied using a discrete dislocation technique. The external boundary 
is modeled with dislocation dipole elements and the plasticity is modeled by discrete 
dislocations. The crack is located within one grain in a bcc material, and is assumed 
to grow through a single shear mechanism, due to nucleation and annihilation of 
discrete dislocations along preferred slip planes.  
 
 
INTRODUCTION  
 
It is well known that the behavior of short cracks deviates from that of long cracks. 
Short cracks can grow at load levels well below the threshold value for long cracks at 
high rates. Often, a large portion of a components life is spent by propagating of 
microstructurally short cracks, typically of the size of a few grains. Such small cracks 
can not be treated by the standard methods for long cracks due to the relative large 
plastic zone and strong influence from the surrounding microstructure. 
Experimental studies has shown that short cracks grow through a single shear 
mechanism, cf. Surresh [1], creating a zigzag shaped crack. Other studies showing the 
formation of a zigzag shaped crack were made by Uematsu et al. [2] in the low K 
region in silicon iron and by Zhang [3] in ultra-fine grain size aluminum. 
For very low growth rates, in the order of a few Burgers vectors per cycle only, it is 
important to account for the discrete dislocations within the material. Riemelmoser et 
al. [4] and Riemelmoser and Pippan [5] have developed such a discrete dislocation 
model for a long mode I crack to study the cyclic crack tip plasticity and plastically 
induced crack closure. A similar model describing a short propagating mode I crack 
subjected to fatigue loading, was developed by Bjerkén and Melin [6, 7], to study the 
growth behavior and influence of grain boundaries on the crack growth. 
In this study a discrete dislocation model is developed to study a short propagating 
edge crack, subjected to cyclic loading, located within one grain in a bcc material. 
Both the geometry and the plasticity are described with discrete dislocations. The 
crack growth is in this model due to nucleation, movement and annihilation of 
discrete dislocations along preferred slip planes in the material.  
 
 
STATEMENT OF THE PROBLEM 
 
The growth of a microstructurally short edge crack located within one grain, subjected 
to fatigue loading, cf. Fig. 1, have been investigated under plane strain conditions. 
The crack grows in a single shear mechanism under quasi-static conditions due to 
nucleation, movement and annihilation of discrete dislocations along preferred slip 
planes separated an angle β, dashed lines in Fig. 1, within the material. The initial 
crack, of length a0 and inclined an angle α to the normal of the free edge, is located 



within a semi-infinite body. The load is applied parallel to the free edge and is varied 
between a maximum value yy maxσ ∞

 , and a minimum value yy minσ ∞
 . The grain boundary 

is parallel to the free edge, located a distance of lGB in front of the original crack tip 
position, and is treated as an impenetrable hinder for the dislocations. 

 
Fig. 1. Initial geometry of the edge crack 

 
 
DISCRETE DISLOCATION FORMULATION  
 
The model in this study rests solely on a discrete dislocation formulation, describing 
both the geometry and the plasticity by discrete dislocations. Only plane problems are 
addressed and therefore only edge dislocations are used in the formulation. 
 
External boundary 
The external boundary, defined as the free edge together with the crack itself, is 
modeled using dislocation dipole elements, cf. Hansson and Melin [8]. A dipole 
element consists of four dislocations, two glide dislocations and two climb 
dislocations with equal size of the two dislocations, with same character, but opposite 
sign. The dislocations are situated at the end points of the element and the stress is 
calculated at the center of the element. By both including climb and glide dislocations 
in the formulation, both gliding and opening between the crack surfaces can be 
modeled. 
The dipole elements were placed along the free edge, at distances from the crack 
mouth far larger than the crack length, to model the semi infinite body. While the 
crack continued to grow along the upper slip plane only, the element size of the 
elements closest to the crack mouth was increased, in order to model the growth of the 
straight crack. When the crack started to grow in a zigzag shape additional elements 
were added to model the newly formed crack surfaces.  
The stress at an arbitrary point within the material is calculated as the sum of the 
stress contributions from all dislocations, both the physical dislocations along the slip 
planes and the dislocations in the dipole elements and the applied external load. The 
magnitudes of the dipole dislocations are determined from an equilibrium 
consideration, Eq. (1), describing the normal and shear stress along the external 
boundary. Knowing that the normal and shear stresses must equal zero for the free 
edge and the parts of the crack that is open, the magnitude of the dipole dislocations 
can be calculated. 
 

Gbboundary + bGinternal + σ = 0           (1) 
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In Eq. (1) G is matrix containing the influence functions, cf. Hills et al [9], describing 
the stress field created by a dislocation along the external boundary. bboundary is a 
vector holding the magnitudes of the dipole dislocations. b is the Burgers vector of the 
material, Ginternal is a vector containing the influence functions for the internal 
dislocations and σ is a vector containing the contribution from the applied external 
load. 
 
Dislocation nucleation, motion and annihilation 
At each load level, the resolved shear stress is calculated a small distance rnuc in front 
of the stress concentrations, i.e. the crack tip and eventual corner points of the crack. 
If the resolved shear stress exceeds the nucleation stress, a dislocation pair is assumed 
to nucleate along the slip plane emanating from this stress concentration. A 
dislocation pair consists of two dislocations of equal size but opposite sign separated a 
small distance, rnuc. When nucleated, the dislocation with burgers vector pointing 
inwards in the material, moves inwards in the material along its slip plane. Such a 
dislocation is called a positive dislocation. The other dislocation, called a negative 
dislocation, remains at the crack tip causing either the crack surfaces to open or glide, 
depending on which slip plane it is situated on. The positive dislocation moves along 
its slip plane as long as the resolved shear stress at its position exceeds the lattice 
resistance τcrit, of the material. The equilibrium position for the positive dislocation is 
found through an iterative process, moving the dislocation a small distance a time 
until the resolved shear stress at its position falls below τcrit. 
Due to the complex geometry of the crack, a new method for determining the 
nucleation stress was used [8]. The nucleation stress is defined as the lowest stress at 
the nucleation point for which the positive dislocation in the newly nucleated pair 
travels inwards in the material when nucleated. This definition of nucleation stress is 
geometry dependent, meaning that the nucleation stress must be determined for all 
new crack geometries, at the beginning of each new load cycle. 
During the unloading part of the loading cycle, dislocations will move back towards 
the crack. When a dislocation gets close enough, it annihilates with its negative 
counterpart. Under the assumption that no healing of the crack surfaces occurs, this 
results in crack growth a distance of one Burgers vector in the corresponding 
direction. 
 
Crack growth 
It is assumed that no dislocations exist within the material at the beginning of the first 
load cycle. A description of the first load cycle is seen in Fig. 2. When the applied 
load is increased, dislocation pairs will nucleate from the crack tip and the positive 
dislocations will move inwards in the material along its respective slip plane, whereas 
the negative dislocations will remain at the crack tip. The nucleation of new 
dislocations continues until the maximum load is reached and pile ups of dislocations 
have been formed at the grain boundary. When the load is decreased, the dislocations 
starts to move back towards the crack and some will eventually annihilate with its 
negative counterpart. Annihilation results in crack growth in the corresponding 
direction. If annihilation occurs along a new slip plane a kink is formed at the crack 
tip and a new active slip plane is introduced.  
 



 
Fig. 2. Schematic description of the first load cycle. Dashed lines are original slip 

planes, dotted line is the new activated slip plane at the new crack tip position. 
 
 
Initial conditions 
The material in this study is pure iron and is assumed to be linear elastic with a body 
centred cubic (bcc) crystal structure. The material parameters at room temperature are 
shown in Table 1, cf. Askeland [10]. 
 

Table 1. Material data for bcc-iron 
Shear modulus, μ               80GPa 
Poisson’s ratio, ν               0.3 
Burgers vector, b               0.25nm 
Lattice resistance, τcrit              40MPa 
Distance to nucleation point, rnuc   6b 
Nucleation stress, τnuc    1.3-2.0GPa 

 
In a bcc material, slip occurs in the close packed {110} planes in <111> directions, cf. 
Hull and Bacon [11]. In this study slip is assumed to take place in the (110) and ( 110 ) 
planes, giving four possible slip directions. When constructing a 2-D model of the slip 
system by combining two of these slip directions, two different 2-D systems are 
created, depending on which slip directions that is considered. The difference between 
the two 2-D models is the angle between the active slip planes, β, cf. Fig. 1, either β = 
70.3° or β = 109.4° [8]. 
 
 
RESULTS 
 
The developed dislocation based model can be used for a number of different 
simulations regarding the growth behavior of short cracks. Some examples are 
simulations of the development of the plastic zone, the effects of overloads, influence 
of the applied load range, crack growth per load cycle da/dN, resulting crack shape, 
crack opening and crack closure.  
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Summary The growth of a crack subjected to corrosion fatigue is studied using adaptive finite elements. 
The crack growth is the result of a repeated cycle of dissolution of the material, formation of a protective 
oxide film and break-down of the oxide film due to straining at the surface. The dissolution rate is assumed 
to be proportional to this stretching. The growth of a semi-infinite crack lying in an infinite strip subjected to 
different degrees of mixed-mode loading is studied.  

Introduction 

During stress corrosion, loss of atoms to the environment leads to crack growth. This is a 
dissolution process that starts i.e. if bare metal is exposed to aggressive environments. Fortunately, 
an impermeable film of mainly metal oxides or hydroxides is formed by dissolved metal on 
several metals. Even though the thickness of this film is typically not more than 10 nm, it reduces 
the rate of dissolution by several orders of magnitude, cf. [1]. An intact protective film increases 
the life of the structure tremendously. However, repeated changes of the electrochemical 
conditions or cyclic mechanical load damage the film, which leads to additional material loss. 
Several experimental reports show that active loading in terms of either monotonically increasing 
or fatigue load is an essential prerequisite for development of corrosion cracks, cf. [2]. The 
passivating film is, as being an oxide or hydroxide compound, believed to have ceramic material 
properties. As such it is presumably brittle. Here it is supposed to fracture when stretched more 
than a threshold strain, εf.  

If the threshold strain is exceeded, the film breaks and leave gaps where bare metal is 
exposed to the environment. The area extent of these gaps is assumed to be proportional to the 
strain exceeding the threshold strain. The broken film leaves gaps that give a discontinuous 
exposure to environment. In the present study, the dissolution rate is simply assumed to be 
proportional to the mechanical stretching of the body surface reduced with the threshold strain. 

The film is known to be extremely thin as compared with the linear dimensions of the 
body. Therefore it is not contributing in any significant way to the structural stiffness. In the 
present analysis, the presence of the film, broken or unbroken, is ignored when the mechanical 
behaviour of the structure is computed.  

The interacting dissolution and mechanical load leads to a roughening of the body surface, 
and, after localization, to initiation of corrosion pits. For large threshold strains, the pits assume 
the shape of cracks. These cracks are integral parts of the body surface. Growth rate and growth 
direction are results of the dissolution process. The model brings additional features to the crack 
tip in contrast to an assumed sharp crack tip, where the fracture processes are confined to a point 
and all the details of the crack tip state is given by a single parameter, such as a stress intensity 
factor or a crack tip driving force. This permits determination of the crack growth simply as the 
evolution of the body surface. Thus, crack growth criteria are not needed. Neither are crack path 
criteria needed, while also the direction of the crack extension results from dissolution rate along 
the body boundaries in the crack tip vicinity. 

In the present study, crack paths are calculated using an adaptive finite element procedure. 
The strain concentration computed from the load and the geometry of the crack tip vicinity 



predicts dissolution, i.e. removal of material and crack growth. The geometry is repeatedly re-
meshed as the body shape is updated to accommodate the extending crack. The mesh maintains a 
resolution sufficient for a detailed calculation of the strain distribution in the crack tip region to 
ensure that the crack growth direction is accurately predicted.  

Paths are found for a few cases involving different degrees of mixed mode loading. The 
results are compared with results for established crack path criteria.  

Computational method 

In the present study, a computational method that evolves a body surface by an adaptive finite 
element procedure is used, cf. Jivkov [3]. The finite element code ABAQUS [4] is adopted for 
computing the strains along the surface. During loading, the oxide film is assumed to crack if the 
strain along the surface exceeds the threshold strain εf . This results in dissolution of material. Thus 
stretching of the body surface controls the rate of dissolution. A linear relation between the surface 
strain ε and the dissolution rate v is assumed:  
 
 v = C (ε-εf)    for ε > εf (1)
 
where C is a constant depending only on the environment. The rate v is, in the present context, the 
linear extent per load cycle. The period of the load cycle is assumed to be long enough to allow 
full recovery of the protective oxide film. The electrochemical potential of the system is contained 
within C. The surface boundary is moved according to Eq. 1 along the normal direction of the 
surface. Because of the extremely small thickness of the oxide film, it is not included in the finite 
element model. Six-node triangular elements are used and re-meshing is done for each load cycle. 
Further details of the model cf. Jivkov [3]. The material is assumed linear elastic, and is subjected 
to fatigue loading under plane strain conditions. 
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Figure 1.a) Geometry of the large strip used for the finite element analysis b) Mesh after 200 load cycles for 
a strip with global KII load. 

Results 

The crack propagation during is simulated for a semi-infinite crack in a strip, with the initial crack 
oriented parallel to the surface of the strip, loaded in different degrees of mixed mode. The 



geometry used for the simulations are shown in Fig. 1.a. The length of strip is 2L and the thickness 
2h, and the lower edge of the strip is allowed to move in the x-direction but is fixed in the y-
direction. The load is applied at the upper edge as prescribed displacements ux and uy. The crack 
has an initial length L and it is located at y = h, between x = 0 and L, with its tip at x = L. 
Simulations are performed for a few hundred cycles for eight different degrees of mixed mode 
loading. In Fig. 1.b, a typical finite element mesh is shown. Approximately 2000 elements are used 
during one load cycle, and the ratio of the largest and the smallest element sides is around 4000. 
The displacement ratio ux/uy equals KII/KI, and the following ratios are investigated: 0, 0.2, 0.5, 1, 
2, 5, 10 and ∞. 

In Fig. 2.a, the crack paths after 200 load cycles for the investigated KII/KI-ratios are 
shown. The kinked part of a crack is approximately 4·10-3L, the width of the crack is governed by 
the load and εf, cf. [3]. It can be seen that the larger the KII, the more stable the shape of the crack. 
The crack driven by a global KI-loading shows a tendency to branch at the crack tip.  It can also be 
noted that for pure KI global load the present method results in a crack path that is not horizontal 
initially. Though, after additionally a few hundred cycles this crack will flatten and find a path that 
is parallel with the initial crack. 

 

Initial 
crack tip 

0.2 

0.5 

10 
5 

2 
1 

KII/KI = ∞ 

KII/KI = 0 
Initial 

crack tip 
0.2 

0.5 

10 
5 

2 
1 

KII/KI = ∞ 

KII/KI = 0 

0 5 10
0

20

40

60

80

KII/KI

θ 
[d

eg
re

es
]

Present study
Melin [5]
Richards et al. [6]
Criterion A in [7]
Criterion B in [7]

∞ 

 
 a)            b) 

Figure 2.a) Crack paths for different KII/KI-ratios b) Kink angles versus KII/KI for different criteria 

The kink angle, θ, is measured to the centre line of the crack, and the values are plotted in 
Fig. 2.b. These results are compared to kink angles obtained by four different crack paths criteria 
for sharp cracks found in the literature. Melin [5] computed kink angles by maximizing the local 
mode I stress intensity factor, kI, at the tip of an infinitesimal kink of a sharp crack. Richard et al. 
[6] use a criterion based on a numerical adoption to experimental findings. Additionally, two of 
the criteria studied by Bergqvist and Guex [7] are used for comparison; the criteria of maximum 
principle stress by Erdogan and Sih [8] (Criterion A) and of the maximum J-integral by Sih [9] 
(Criterion B).  All criteria give similar results as in the present study. For dominating global KII 
loading, i.e. KI=0, the hypothesis of maximum kI shows best agreement.  

Discussion 

The present method is based on the calculations of strains along the parts of a body that are 
assumed to be in contact with a corrosive media. The tip of the resulting crack has a finite 
geometry as opposed to conventional methods where it is treated as a single point. The part of the 
crack tip region that exceeds the threshold strain for oxide film breakage will dissolve and the 



crack grows by evolving the surface of the body. During crack growth local broadening of the 
crack tip region will develop, which in turn can induce crack branching.  

Conclusions/Concluding remarks 

In the present study, it is shown that crack paths can be followed without criteria for neither crack 
growth nor crack path. An adaptive finite element procedure was used to simulate the moving 
boundary of a body subjected to strain driven corrosion fatigue.  

Results for kink angles due to mixed mode loading of a crack computed with the presented 
criteria free method was found to agree well with predictions from criteria for sharp cracks found 
in the literature. The best agreement was found for dominating global KII loading, while for 
dominating KI loading the deviation was larger.  

It is believed that the criterion free method can be a plausible choice for studying 
situations where criteria for crack growth, crack branching and crack path criteria fail, e.g. 
interface cracks, crack initiation from notch or surface and meeting cracks. 
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Summary A micromechanics model based on the theoretical framework of plastic localization
into a band introduced by Rice [1] is developed. The model employed consists of a planar band
with a square array of equally sized cells, with a spherical void located in the centre of each
cell. The micromechanics model is applied to analyze failure by ductile rupture in experiments
on double notched tube specimens subjected to combined tension and torsion carried out by
the present authors [2]. Two rupture mechanisms can be identified, void coalescence by internal
necking at high triaxiality and void coalescence by internal shearing at low triaxiality. The two
failure criteria capture the transition between the two rupture mechanisms successfully and are in
good agreement with the experimental result.

Introduction

In [3], experiments are carried out on a double notched tube specimen subjected to a com-
bination of tension and torsion. By applying different ratios of torsion and tension, stress
triaxiality can be controlled and varied in the tests. At sufficiently high stress triaxiality,
the specimens fail by a ductile rupture mechanism characterized by voids that have grown
to impingement and coalesce by internal necking, as seen by the fractograph in Figure
1(a). However, at sufficiently low stress triaxiality failure occurs by plastic shear local-
ization in ligaments between voids, see fractograph in Figure 1(b). In the present work a
micromechanics model was developed with the purpose to investigate the conditions that
govern the transition between the two rupture mechanisms observed in the experiments
[3] and shown in Figure 1.
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(a) (b) 

Figure 1: Scanning electron microscope fractographs illustrating two different rupture mechanisms: (a)

void coalescence by internal necking and (b) void coalescence by internal shearing.



Micromechanical model

To model the failure in the tube experiment[3], we employ a micromechanical model where
the material deforms under the macroscopic stress state of combined generalized tension
and generalized shear as shown in Figure 2(a). The material is assumed to contain an
initial planar band with a regular square array of pre-existing voids, which can be viewed
as initial imperfections that may induce localization into a symmmetric mode, a shear
mode or a combination of both [1]. Due to the regular array of voids, attention can be
restricted to a three-dimensional unit cell as indicated in Figure 2(b). The initial ratio of
void size to void spacing is defined as χ0 = R0/D0, where D0 is the initial width of the
unit cell. The behavior of the matrix material is taken to be homogeneous, elastic-plastic
with isotropic hardening and modeled by a finite strain J2 flow theory. The unit cell is
loaded such that the macroscopic stresses acting on the cell follow the proportional history

Σ22/Σ11 = Σ33/Σ11 = ρn, Σ12/Σ11 = ρs, (1)

where ρn and ρs are prescribed constants. By varying ρn and ρs a stress state of combined
generalized tension and generalized shear can be accomplished. Hence, stress triaxiality T
and the Lode parameter µ will remain constant during the load history as

T =
Σh

Σe
=

1 + 2ρn

3
√

(1 − ρn)2 + 3ρ2
s

, (2)

µ =
2ΣII − ΣI − ΣIII

ΣI − ΣIII
= − (1 − ρn)√

(1 − ρn)2 + 4ρ2
s

, (3)

where Σh and Σh are the mean and the Mises effective value of the macroscopic stresses
respectively and ΣI ≥ ΣII ≥ ΣIII are the principal stresses.
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Figure 2: Micromechanics model: (a) homogeneous material with a band containing pre-existing voids and

(b) macroscopic stresses acting on the unit cell referring to a Cartesian coordinate system with origin at

the centre of the void.

The deformation of the unit will consist of an uniform part outside the band of localized
deformation and a non-uniform part pertaining to the band of localized deformation. The
volume average of the deformation gradient for the 3D unit cell can be expressed as

F̄ = F
0 + F̄

q (4)



Here, F
0 denotes the uniform part the deformation gradient outside the band of localized

deformation whereas F̄
q is the non-uniform part. Hence localization of deformation into a

narrow planar band can be defined as [4]

∥∥∥ ˙̄
F

∥∥∥ /
∥∥∥Ḟ0

∥∥∥ → ∞. (5)

For further details regarding the micromechanical model and the numerical implementa-
tion c.f. [2, 5].

Results

Two materials with different stress-strain behavior were considered, Weldox 420 and Wel-
dox 960. The loading conditions of the unit cell, Eqn. (2, 3), were chosen such that it
resembles the stress state at failure in the centre of the notch of the double notched tube
specimen. The stress state, T vs. µ, at failure for the two materials is depicted in Figure
3, which were obtained from the experimental work in [3].
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Figure 3: The Lode parameter µ vs. stress triaxiality T in the centre of the notch at failure (c.f. [3]). Open

circles pertain to Weldox 420 and solid circles pertain to Weldox 960.

The outcome of the micromechanics analysis are summarized and compared with the
experimental results in Figure 4(a) for Weldox 420 and in Figure 4(b) for Weldox 960,
where critical values of strain Ee are plotted vs. triaxiality T . The solid circles represent
the effective plastic strain in the centre of the notch at failure in the experiments. The
thin solid lines, corresponding to the three different χ0 values, are theoretical curves from
the micromechanics model that indicate failure by localization according to Eq. (5), which
marks the onset of void coalescence by internal necking between voids and subsequent
fracture by ductile rupture. Note that the theoretical curves captures the experimental
results well for triaxiality values larger than about 0.8 and 1.0 for Weldox 420 and Weldox
960, respectively. In the low triaxiality regime the solid lines representing the localization
criterion do not at all capture the experimental outcome. In fact the pre-existing layer
of voids does not seem to play a role for the onset of fracture. Instead a simple criterion
based on the attainment of a critical shear deformation was employed. For this purpose
it was assumed that failure occurs when the shear component F̄21 of the volume average



of the deformation gradient, Eq. (4), reaches a critical value. The thick lines in Figures 4
signifies this failure criterion. It can be observed that the agreement with the experimental
results are good.
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Figure 4: Failure locus for (a) Weldox 420 and (b) Weldox 960, where the macroscopic effective strain Ee

at failure is plotted vs. stress triaxiality T . The solid circles represents experimental results. The three thin

lines indicate failure by localization according to Eq. (5) and the thick line indicates failure when F̄21 = 1.6

and 0.8 is attained for Weldox 420 and Weldox 960, respectively.

Concluding remarks

In this study a micromechanical model to investigate the rupture mechanisms in combined
tension and shear is performed. The model which enables the examination of two rupture
mechanisms leading to ductile rupture, void coalescence by internal necking and void coa-
lescence by internal shearing, captures the experimental trend and the transition between
the two rupture mechanisms well. The void coalescence by internal necking is predicted
by the onset of localization of deformation, whereas shear failure is predicted by a critical
shear deformation criterion.
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Wood is very weak perpendicular to its grain and the strength of timber structural elements and joints 
is therefore often governed by tensile and shear fracture perpendicular to the grain. Strength design 
relating to such fracture is in timber engineering codes of practice commonly dealt with by empirical 
strength equations or by some simple maximum stress criterion. More rational strength analysis is 
feasible by use of various material models and fracture criteria: deterministic/stochastic 
linear/nonlinear material models with finite/infinite strength and zero/finite fracture energy of the 
material, Table 1. The conventional deterministic linear elastic stress criterion assuming finite strength 
and zero fracture energy is predominant in general timber engineering strength design. The possibility 
of engineering applications of linear elastic fracture mechanics is however gaining increasing 
attention. This is mostly by two reasons: a) element and joints with some kind of stress singularity can 
not be analysed by conventional stress criteria and, b), the insight that timber engineering application 
of fracture mechanics is often possible and simple by use of beam theory. The study discussed in this 
presentation relates to further development of beam theory linear elastic fracture mechanics. The 
material is assumed to be linear elastic with strongly anisotropic properties giving crack growth 
according to the orientation of the material. The specific engineering application considered is strength 
analysis of a glulam timber beam with rectangular hole, Figure 1 b). For this case is comparison made 
with experimental data. Evaluation of beam theory results is also made means of plane stress finite 
element analysis.  
 
 

Table 1. Methods of strength analysis. Gf denotes fracture energy and ft material strength. 
 Deterministic Stochastic 
 ft finite ft → ∞ ft finite ft → ∞ 
Gf = 0 Conventional 

stress criteria 
-- Weibull weakest 

link model 
-- 

Gf ≠ 0 Non-linear 
fracture 
mechanics 

Linear elastic 
fracture 
mechanics 

Probabilistic 
non-linear fract. 
mech 

Probabilistic 
linear 
fract.mech. 

 
 

 
 
 
 
 

 
Figure 1. An end-notched beam (a), a beam with a hole (b), a part of infinitesimal length (c) and its 
upper part (d). 

b) c ) d ) 
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An equation for the energy release rate during crack extension and the corresponding strength of end-
notched beams (Figure 1 a)) derived by compliance analysis using conventional beam theory was 
presented and applied to timber beams about 20 years ago. This strength equation is now used in 
timber engineering codes of practice. Use of the same kind of approach to beams with a hole may 
seem close at hand but has proved to be more difficult both in relation to engineering analogies with 
end-notched beams and more basic beam theory studies. This is due to: (1) significant influence of 



shear makes division of the total energy release rate into modes 1 and 2 necessary, (2) normal force 
acting on the cross section must be considered and (3) the cross sectional forces and moments acting 
on the parts above and below the hole are statically indeterminate. Issue (1) is of a basic nature and 
issues (2) and (3) makes the calculations more comprehensive. 
 
An infinitesimally short part of the beam at the end of the hole is considered (Figure 1c)). The 
horizontal and vertical forces and the bending moment acting across an infinitesimal horizontal section 
(Figure 1d)) along the beam part can be calculated by the equations of equilibrium. The energy release 
rates for modes 1 and 2 can then be obtained by using the method of work of crack closure calculation 
with consideration to the deformations of the infinitesimal parts below and above the horizontal 
section. The vertical force contributes to mode 1, the horizontal force to mode 2 and the moment 
influences both modes. The strength of the beam is then found by using a mixed mode fracture 
criterion, e.g. the Wu criterion. The general case gives an extensive strength equation, but for various 
special cases of engineering interest can more user-friendly equations be found. Figure 2 shows an 
example of theoretically predicted and experimentally determined strength. The example relates to 
centrically located square holes with side length S, and with and without rounded corners. b is the 
width of the beam, h is the height and Vc is the shear force at failure. 
 

 

 
Figure 2. Shear strength of a glulam beam with a square hole with and without rounded corners.  
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Summary The flow of Newtonian liquids is governed by the Navier Stokes equations and the equation of 
continuity. A new collocation method based on application of Bézier surfaces and curvilinear coordinates 
has been developed for their solution. In the plane case there are three unknown functions, pressure and two 
velocity components, that depend on time and on two space coordinates. The procedure starts from division 
of the plane domain into a certain number of quadrilateral subdomains, whose geometry is described by 
control points of Bernstein polynomials. Then the pressure and the velocity functions in each subdomain are 
approximated by Bézier surfaces and these approximations are substituted into the Navier-Stokes equations 
and the equation of continuity. The unknowns are the control points and their calculation starts from 
satisfying the Navier-Stokes equations and the equation of continuity at a specified number of collocation 
points, whose positions in the domains are defined by the curvilinear coordinates. This procedure results into 
a set of overestimated linear algebraic equations. Magnitudes of the control points of the approximated 
functions must satisfy some additional conditions that describe their continuity and continuity of their 
derivatives at borders of the adjacent subdomains. Advantage of this approach is that it does not require 
space discretization of the domains. This can be utilized especially in the case when the shape of the 
investigated region is changed significantly ( large boundary displacements ). 

Introduction 

The isothermal 2D flow of incompressible Newtonian liquids is governed by a set of Navier-
Stokes equations (1) - (2), the equation of continuity (3), and by the relationships for the boundary 
conditions 
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x1, x2  - x, y cartesian coordinates, 
v1, v2  - velocity components in a cartesian frame of reference in x, y directions respectively, 
p, t  - pressure, time, 
ρ, η - density, dynamical viscosity of the liquid, 
g1, g2 - components of the gravity accelerations in x, y directions. 

Equations (1) - (3) represent a set of nonlinear partial differential equations where the unknown 
functions, pressure p and velocity components v1 and v2, depend on the space coordinates and on 



time. To solve them some numerical method must be used because their solution in a closed form 
cannot be obtained. Application of a finite difference method requires to perform both the space 
and time discritization and to replace the derivatives by corresponding differencies. A similar 
approach is needed if a finite element or a finite volume methods are used. 

Applicability of these methods depends on the shape of the domains and their usage is siutable 
especially if it does not change. If it changes, the space discretization must be repeatedly modified 
and the solution continues with newly created finite differencies, elements or volumes. To avoid 
this problem a new collocation approach based on application of Bézier surfaces and curvilinear 
coordinates has been developed. 

Bézier surfaces 

In general a Bézier surface is a function that assignes a value of some quantity to the points 
situated in a quadrilateral domain and whose positions are defined by curvilinear coordinates. The 
borders of this domain do not need to be straight lines but they can have a curvilinear form. 

A Bézier surface is defined by a Bernstein polynomial 
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where 

s   - quantity, 
M, N  - nonnegative integer numbers defining the number of the control points, 
sij   - control points ( i = 0, 1, 2 ... M, j = 0, 1, 2, ... N ), 
u1, u2  - curvilinear coordinates describing position of points in the domain, 
   (  0 ≤ u1 ≤ 1, 0 ≤ u2 ≤ 1 ). 

To achieve the required boundary conditions of the Bézier surfaces control points of the Bernstein 
polynomials must satisfy some additional conditions. 

If the Bézier surface should have a certain value at its domain border, then it must hold for the 
control points   

if        then   for j = 0, 1, 2, ... N  (5) 0u1 = 0j0 ss =

if        then   for j = 0, 1, 2, ... N  (6) 1u1 = 0Mj ss =

if        then   for i = 0, 1, 2, ... M  (7) 0u 2 = 00i ss =

if        then   for i = 0, 1, 2, ... M  (8) 1u 2 = 0iN ss =

If two Bézier surfaces should be continuous at the common side of two adjacent domains, then  
their control points must satisfy the conditions 

if    ( domain 1 ),    ( domain 2 )  then  1u1 = 0u1 = j0Mj qs =  for j = 0, 1, 2, ... N  (9) 

if    ( domain 1 ),    ( domain 2 )  then  1u 2 = 0u 2 = 0iiM qs =  for i = 0, 1, 2, ... M  (10) 

If two Bézier surfaces should be smooth on their common border ( their first partial derivatives 
with respect to the variable curvilinear coordinate on their common border are equal ), then it is 
valid for their control points 



if    ( domain 1 ),  ( domain 2 )  then 1u1 = 0u1 = j1MMjj1 ss2q −−=  for j = 0, 1, 2, ... N (11) 

if   ( domain 1 ),  ( domain 2 )  then 1u 2 = 0u 2 = 1iNiN1i ss2q −−=  for i = 0, 1, 2, ... M (12) 

s0, sij, qij  - required value, control point of domain 1, control point of domain 2. 

Solving a 2D flow by means of application of Bézier surfaces 

The set of equations (1) - (3) must be solved numerically. For the time discretization a finite 
difference scheme has been adopted. The Navier-Stokes equations are related to time t, the 
equation of continuity to time t+∆t, and the derivatives of the velocity components with respect to 
time are replaced by their forward differencies ( ∆t - time increment ) 
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x1, x2  - cartesian coordinates, 
v1, v2  - velocity components in x1, x2 directions. 

The developed collocation approach for solving the Navier Stokes equations and the equation of 
continuity [2], [3], [4] consists in dividing the region, in which the flow is investigated, into one or 
more quadrilateral domains and in approximation of the cartesian coordinates, of the pressure, and 
of the velocity components by Bézier surfaces in each domain. The required boundary conditions 
are achieved by adding the appropriate relations (5) - (8), (9) - (10) and (11) - (12).  

Magnitudes of the unknown control points are calculated utilizing the assumption that the resulting 
equations are satisfied at a specified number of collocation points, which are defined by chosen 
values of the curvilinear coordinates u1 and u2. This manipulation arrives at a set of overestimated 
linear algebraic equations. Its solution is performed by means of a matrix pseudoinversion. 

Example 

The investigated 2D region ( Fig.1 ) is a channel through which the Newtonian liquid ( density 
1000 kg/m3, dynamical viscosity - 0.002 Pas ) flows. The flow is induced by a pressure difference 
between the inlet and outlet sides ( pressure at the inlet side - 150 kPa, pressure at the outlet side - 
100 kPa ) and it is assumed that the liquid perfectly adheres to the channel surfaces. The task was 
to analyze the pressure and the velocity fields. 

The region was divided into 12 subdomains ( Fig.1 ). The geometry of each of them was described 
by 49 control points. In each subdomain the unknown pressure and velocity functions were 
approximated by Bernstein polynomials and each of them was defined by 132 control points. The 
calculation arrived at an overestimated set of 3960 linear algebraic equations having 3428 
unknown parameters.  



At the beginning the liquid was in rest. Fig.2 shows the pressure distribution in the channel at time 
1.35 ms. The profiles of the total velocity of the flow in sections of the channel having the x 
coordinates 300 mm and 700 mm related to the same point of time are drawn in Fig.3. 
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 Figure 1: Investigated channel Figure 2: Pressure distribution Figure 3: Velocity profiles 

Conclusion 

The flow of Newtonian liquids is governed by the Navier-Stokes equations, by the equation of 
continuity, and by relationships for the boundary conditions. The first step of application of a finite 
difference, a finite element or a finite volume methods for their solution is a time and space 
discretization of the region through which the liquid flows. If the region changes its shape, the 
discretization must be done repeatedly. This disadvantage can be removed by application of a new 
collocation method based on introduction of a curvilinear coordinates and approximation of the 
geometry and distribution of the pressure and velocity fields by Bezier surfaces ( 2D flow ) or 
bodies ( 3D flow ). Change of the shape of the investigated region has no influence on 
specification of the position of collocation points because they are defined by curvilinear 
coordinates. The procedure avoids solving a set of nonlinear algebraic equations at each 
integration step. Instead of this manipulation it arrives at calculation of an overestimated set of 
linear algebraic ones. Magnitudes of the control points from which the pressure distribution and 
the velocity field in the investigated region is calculated are the results. 
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Use of Richardson Extrapolation in Error Estimation of LES
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Summary The justification of estimating the numerical and modelling error of large eddy simulation
using the Richardson extrapolation is studied in a turbulent channel flow between two parallel walls. In the
present test case, the Richardson extrapolation is found to describe the effect of the subgrid-scale model on
the mean-velocity profile but not the effect of the numerical error.

Introduction

In large eddy simulation (LES), the so-called large scales of fluid motion are solved from the fil-
tered Navier–Stokes equations, and a subgrid-scale (SGS) model is applied to describe the effect
of the small scales on the resolved ones. Often, the grid resolution defines the separation between
the resolved and SGS scales, and the smallest resolved flow scales are of the same size as the grid
resolution. When, in addition, low-order finite-difference-type methods are applied to discretiza-
tion, the numerical error may be large in comparison to the effect of the SGS model [1, 2]. Many of
the error estimation methods applied in LES require data from direct numerical simulation (DNS)
or measurements (see e.g. [1, 2]) which are not usually available for complex LES applications.
For this purpose, use of the Richardson extrapolation has been suggested [3]. In this paper, this
method is applied in a similar test case as in [3] but with a different grid resolution. The assump-
tions made in [3] about the actual order of the numerical method and the effect of SGS modelling
are studied, and the obtained error components are compared to results obtained with an approach
based on the so-called grid-independent LES (see [4]).

Test Case

Here, the Richardson extrapolation is applied in a fully-developed turbulent channel flow between
two infinite parallel walls at Reynolds number Reτ = 395 based on the friction velocity and
channel half-height, or Re ≈ 6800 based on the mean bulk velocity. For this flow case, accurate
DNS exists [5], and it is thus possible to compare the total error obtained by the Richardson
extrapolation to the true total error. The LES equations are written here in the non-dimensional
form as:

∂ũi

∂t
= −

∂p̃

∂xi

+
∂

∂xj

(

− ũiũj − τij +
1

Reτ

(

∂ũi

∂xj

+
∂ũj

∂xi

)

)

, (1)

where (x1, x2, x3) = (x, y, z) refer to non-dimensional streamwise, wall-normal and spanwise
spatial coordinates, respectively, t to time, (ũ1, ũ2, ũ3) = (u, v, w) to resolved velocity vector and
p̃ to resolved pressure. Here, an eddy-viscosity-type model, the standard Smagorinsky, is applied
to model the SGS stress tensor ũiuj − ũiũj:

−τij = µT 2Sij = (CS∆S)2
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2SijSij
︸ ︷︷ ︸

=µT
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∂xj

+
∂ũj

∂xi

)

(2)

In the above, CS = 0.085 is the model coefficient and ∆S the model length scale, which controls
the size of the smallest resolved flow scales. In the base test case, ∆S is equal to grid spacing



∆S = ∆ = (∆x∆y ∆z)1/3. In the near-wall regions, the van Driest damping is applied to reduce
the model length scale. The resolution of the LES grid for which the error analysis is performed
is given in Table 1. The second-order central-difference scheme is applied to space discretization
and an explicit, third-order Runge–Kutta method to time integration.

Table 1: Domain size and resolution of the applied LES grid in the base test case.

streamwise (x) spanwise (z) wall-normal (y)

extent of the domain / channel height 3.0 1.6 1.0
number of grid points 54 54 60
size of the grid cell in wall units (∆+) 44 23 2,. . . ,27

wall units: x+ = Reτx, where x is scaled by the channel half-height.

Numerical and Modelling Error using Richardson Extrapolation

In the approach to error estimation proposed in [3], the difference between the exact solution, u,
and a numerical LES solution, ũ∆, obtained on a grid with resolution ∆, is approximated as

ũ∆ − u = cn∆n + cm∆m
S + O

(

∆n+1,∆m+1
S

)

(3)

where n is the order of the numerical method, m the order of modelling error, ∆ is the grid
spacing, ∆S the model length scale and cn∆n represents the numerical error and cm∆m

S the effect
of the SGS model. If values for n and m are known, three simulations are required to evaluate the
error components. As suggested in [3], by repeating the simulation first with a reduced resolution
(reducing ∆) and then with a reduced effect of the SGS model (here ∆S is reduced), one can
form two additional equations like (3). If the higher-order terms are assumed to be negligible, i.e.
the resolution and the effect of the SGS model are in the so-called asymptotic range where the
methods obtain their formal accuracy, cn∆n and cm∆m

S , can be solved.

Obtained Error Components

To apply the approach presented in [3], the LES of the channel flow described above is repeated
with a grid resolution reduced from Table 1 by the factor of 1.5 (case ”coarse”), and then with the
same resolution as given in Table 1 but with a model length scale, ∆S , reduced by the factor of 2
(case ”light”). As in [3], it is assumed that n = 2 and m = 2. The mean-velocity profiles from the
present simulations are given on the left-hand side of Figure 1 as function of a non-dimensional
wall distance, and the obtained error components on the right-hand side. In addition, the true total
error obtained as a difference from the DNS of [5] is included. We notice that the sum of the
modelling and numerical error is not even close to the true total error. This suggests that either one
or both of the error components cannot be approximated with the first term of the Taylor series
like in Eq. (3). The study was also repeated with a grid resolution twice the one used here and with
larger model length scales, but the results did not improve. In addition, as the grid resolution was
varied, the estimate for the total error did not behave in the same way as the true total error.

Order of Numerical and Modelling Error in Present LES

In the previous section, it was assumed that the numerical error and the effect of SGS modelling
are both of the second order, i.e. n = m = 2. In this section, we test the assumption.

To evaluate the order of the modelling error, m, the simulations are repeated keeping the grid
resolution ∆ fixed to the one given in Table 1 and varying the model length scale ∆S . The values
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Figure 1: Left: Mean-velocity profiles. Right: Obtained error components for the base test case.

0.5∆, ∆ and 1.5∆ are applied to ∆S , and thus three equations like (3) can be written, cn∆n

eliminated and cm and m solved. The obtained order of the modelling error for the mean velocity
is given on the left-hand side of Figure 2. In the logarithmic region, the order of the error is close
to the value m = 2 which was applied in the previous section. However, in the viscous sublayer,
where the total error is almost zero, the modelling error is not in the asymptotic range, and m

obtains even negative values. When the study was repeated with a finer grid, the area where m ≈ 2
was somewhat thicker. Since the order for the modelling error is quite close to the theoretical one
in the logarithmic layer, the reason for the bad results for the total error obtained in the previous
section has to be the numerical error.
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Figure 2: Left: Obtained order of SGS modelling error. Right: Obtained order of numerical error.

The order of the numerical error, n, can be evaluated in the same way as the one of the modelling
error. The simulation was repeated keeping the model length scale ∆S equal to the grid spacing
given in Table 1, and using grid resolutions 1.5 and 1.52 times that of Table 1. The obtained order
of the numerical error is given on the right-hand side of Figure 2. n has only negative values which
indicates that the applied resolutions are not in the asymptotic range and thus the numerical error
cannot be described by the first term of the Taylor series, cn∆n.

The study on the error components was also repeated for the diagonal Reynolds stress compo-
nents, and there the Richardson extrapolation was not able to predict either the numerical or the
modelling error, which is a drawback for the usability of the approach. Another possibility could



be to consider an extension of the Richardson extrapolation to cases where the convergence is not
monotonic, which is presented in [6].

Comparison with another Approach to Error Estimation

The modelling and numerical error of this same test case with the same numerical methods and
SGS model were previously studied using an approach based on the so-called grid-independent
LES [7]. The concept of grid-independent LES with the standard Smagorinsky model, which was
proposed in [4], has received some criticism, and the Richardson extrapolation was proposed as an
alternative approach [3]. Besides the different theoretical basis, the main difference between these
approaches is the dependency of the numerical error on modelling. If the error components are
defined using the grid-independent LES, smoothing of the resolved flow field provided by SGS
modelling is allowed to affect the numerical error. In the definition using the Richardson extrap-
olation (3), the numerical error is independent of modelling. However, when the modelling errors
obtained with the two approaches were compared, the results were quite close to each other. The
comparison was repeated for cases with smaller and larger model length scales, and the similarity
remained. This reinforces the conclusion on the suitability of the Richardson extrapolation to the
estimation of the modelling error.

Conclusions

In this paper, the use of the Richardson extrapolation to evaluation of the numerical and modelling
error in LES was studied in the turbulent channel flow. There was a clear difference between
the obtained estimation for the total simulation error and the true total error. This difference was
explained by the numerical error for which the Richardson extrapolation was not valid at the
applied grid resolutions. However, the use of Richardson extrapolation for the effect of the SGS
model on the mean-velocity profile was justified in the logarithmic region. As a conclusion we can
say that despite the promising results of [3], the use of the Richardson extrapolation in LES is not
straightforward, and the justification of its use is highly dependent on the applied grid resolution.
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Summary An approach to increase students’ understanding of principal stresses and the flow of stresses
in complex structures is proposed. The strut-and-tie models for structural concrete provide a clear picture of
the stress flow in complex structures. In order to provide students with more time for critical thinking and
reflection, the equivalent trusses are generated by the user-friendly and web-based topology optimisation
software TopOpt, developed at DTU.

Introduction

In the civil engineering courses on elasticity theory at KTH in Stockholm, principal stresses and
strains have been taught only by showing how they are calculated: by formulas, Mohr’s circle or
as an eigenvalue problem. The distribution of principal stresses in a complex structure and their
importance in practical design have not been discussed in the lectures. As a result, many students
graduate without knowing how to use principal stresses in practical design; the vital connection
between theory and practice is missing.

The self-taught software ForcePAD, developed at LTH in Lund, can derive the flow of stresses in
a complex two-dimensional continuum with minimum effort by the students. Although ForcePAD
illustrates the stress flow well, it provides only limited information useful for design purposes,
especially for complex geometries, Figure 1.

Methods to illustrate the stress flow in a continuum as a truss have been available since the early
1900s [1]. The truss-analogy for structural concrete, the strut-and-tie method, has led to a safe
and unified design approach where the overall flow of forces in critical regions are not overlooked
as they would be in a sectional design approach, [2], cf. the sinking of the Sleipner-A offshore
platform in 1991. Truss analogies are also used to determine the post-buckling load capacity of
thin sheets; the tension field theory by Wagner [3] assumes that the wrinkled web of a steel beam
behaves like a truss by replacing the wrinkles with bars in tension.

(a) (b)

Figure 1: ForcePAD-computed principal stresses for a deep beam with a hole: (a) compressive and (b)
tensile stresses.



The transformation of a complex continuum into a less complex truss makes it possible for both
designers and students to use simple truss calculations methods. Nevertheless, the difficulty of
the truss analogies lies in finding the geometry and topology of the truss that best represents
the force flow in the actual structure. The strut-and-tie method requires considerable experience
before suitable truss topologies can be obtained for more than the most simple structures, [4]. To
use the tension field theory, the post-buckling shape of the thin-sheet must be found, which usually
requires time-consuming non-linear finite element computations.

This study investigates the use of topology optimisation algorithms for the automatic generation of
the equivalent truss for the strut-and-tie method, [5], and how it can be implemented into a course
on elasticity theory for civil engineers.

Computer aided learning and critical thinking

A computer software can enhance students’ learning, but it needs to be tailored for educational
purposes and implemented with care to avoid opposite learning effects. The idea in this study is
to use a software to help students understand and interpret the flow of forces in a complex contin-
uum. However, if the software performs all the calculations for the students, the students do not
necessarily learn or understand. Jennings [6] warned already a decade ago about the risks of re-
placing traditional education in structural analysis by software: A computer package for structural
analysis is a lethal tool if put in the hands of a structural engineer with poor training but, if the
training is appropriate, the capabilities of the structural engineer will be very much enhanced.

Personal experience and a recent study at KTH [7] suggest that computer software require careful
implementation in structural mechanics education. General mathematics programs, such as MAT-
LAB and MathCAD, certainly help the students perform more calculations in less time. However,
if the students are unfamiliar with the use of the programs, their attention is shifted from the struc-
tural analysis to the handling of the program. General finite element programs produce impressive
plots, but they require understanding of the underlying principles in order to produce reliable re-
sults and experience to be used effectively. Thus, the generality of these programs make them less
user-friendly and more time is spent on learning the program than solving the problem. As a re-
sult, the students often have no time left to reflect on their obtained solutions. Hence, the challenge
here is to increase, or at least preserve, the level of critical thinking and reflection among students
while using computer software to aid learning. In this respect, educational structural analysis soft-
ware has been developed at LTH, i.e. ForcePAD, and at CTH in Gothenburg, i.e. pointSketch2D
[8]. These programs are limited in capacity and generality, but very user-friendly thanks to their
tab-based user interface.

Truss models by topology optimisation

As described in the introduction, the strut-and-tie method provides a clear and simple explanation
of the stress flow in a structure, but the design of the equivalent truss is very difficult for an
unexperienced person. Since the strut-and-tie method can significantly increase the understanding
of complex concrete structures it can be considered an important element of the civil engineering
curriculum. Therefore, the following simplification can be made to allow more time for learning:
the strut-and-tie model is automatically generated by a topology optimisation software so that the
students can concentrate on evaluating various designs in terms of stresses, reactions, amount of
reinforcement, etc.



Topology optimisation software

Topology optimisation capability is included in some general finite software, e.g. ANSYS and
MSC.Nastran, but, as explained above, these are not suitable for computer aided learning. At
DTU in Lyngby, the web-based topology optimisation software TopOpt has been developed (www.
topopt.dtu.dk), [9]. This software is as easy to use as ForcePAD and therefore suitable for
educational purposes.

Example

Constructing a complete truss model for the deep beam with a hole, Figure 2(a), based on the
stress trajectories is difficult and requires experience. Schlaich et al. [2] derive a complex model,
Figure 2(b), which actually is a combination of two different truss models. The optimal models by
Liang et al. [5] and the present by the TopOpt software are similar and not unlike the model by
Schlaich et al.. The important stress flows are well captured by the optimal models.

(c) (d)

(a) (b)

Figure 2: Comparison of strut-and-tie models for a deep beam with an opening: (b) Complex model by
Schlaich et al. [2], (c) optimal model by Liang et al. [5] and (d) present optimal model by TopOpt.

The TopOpt program enables quick changes of geometry and load conditions, so the students can
see how the internal stresses take different paths as a result of those changes. In Figure 3(a), a
change in load position leads to a totally different truss model. In Figure 3(b), the hole is substi-
tuted by a cut-out on the left side, with the loads concentrated on the left side of the beam, clearly
illustrated by the blackness of the structure.



(a) (b)

Figure 3: Change of strut-and-tie model as the load and hole positions vary: (a) load position changes and
(b) hole and load position changes.

Concluding remarks

The proposed implementation of the programs ForcePAD and TopOpt in education will take place
in Spring 2007 in a 4th-year course on the civil engineering programme at KTH. The aim is to
provide the students with a tool that shows how the stress flow in a continuum can be illustrated
by a truss. The students can thus relate the analysis of continuum structures to their prior knowl-
edge of analysis of trusses. Hopefully, their understanding of the relationships between forces and
stresses will increase. A valuable bonus that surely will be appreciated by the students is the direct
connection between the truss analogy and practical design routines.
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Summary Taking advantage of grid resources often requires an understanding of the underlying concepts
of grid computing. The Lunarc Application Portal is an effort to provide an application oriented grid portal,
providing targeted user interfaces for commonly found applications used at Lunarc. The developed portal
also provides a plugin based architecture that can be used asa framework for developing web based user
interfaces for other grid-based applications. The portal is also implemented using lightweight tools making
it easy deploy and maintain.

Introduction

To take advantage of grid resources today often requires an understanding of the underlying con-
cepts of grid computing and related middleware tools. To make the grid an attractive alternative for
more users, grid user interfaces must be provided on severallevels. Currently most grid client tools
are command line based. This excludes a large user population from easily taking advantage of
grid resources. There are also traditional HPC-users, thatjust want to get the work done, without
creating scripts and typing commands.

The client tools provided by many grid middlewares [1, 2] areoften command line based and have
a quite advanced job description languages such as RSL [3], xRSL [4] or jdsl [5]. Adding to this
complexity is also a security model based on public key encryption that many users are unfamiliar
with. Even users experienced with high performance computing (HPC) have difficulties using grid
client tools. Providing web based user interfaces is an effective way of providing platform inde-
pendent access to grid resources, only requiring a recent web browser. There exists today a num-
ber of projects for implementing web based interfaces for grid resources, such as gridsphere[6],
CrossGrids[7], GridBlocks[8] and many more. Most of these are still geared towards providing a
lot of advanced functionality not needed for many users.

The Lunarc Application Portal is an effort to provide an application oriented web based environ-
ment for users not experienced in a HPC or grid environment, providing targeted user interfaces
for commonly available applications. The portal can also beused as a framework for easily im-
plementing web interfaces to user applications, without much development effort. The Lunarc
Application Portal has also been used by NTNU for developingtheir portal solution, GRIDpor-
tal [9].

Lunarc Application Portal

To provide users easy access to grid resources as well as resources provided locally, Lunarc has
initiated the development of a web based application oriented portal (LAP) that provides an easy to
use environment for submitting, monitoring and retrievingresults from grid jobs. The portal web
interface provide specific user interfaces for a number commonly used applications at Lunarc,
such as MATLAB [10], OCTAVE [11], ABAQUS [12] and MOLCAS [13]. The portal is also used
to provide wider access to research applications in the fieldof astronomy and fire safety.



User interface

The fundamental design goal of the portal user interface is to provide a complete easy to use
environment for the user to get access to grid resources. More specific, to provide:

• Certificate management on all platforms.

• User virtual organisation (VO) registration.

• Specific user interfaces for commonly used applications.

• A general user interface for job submit, management and monitoring.

• A user interface for job result retrieval and downloading output from jobs on storage ele-
ments.

• A user interface for managing users for a ”Portal VO”, that can be easily added to grid sites
controlling access to resources.

The overall user interface is designed in such way that user interface elements are ordered in the
same way as the portal workflow.

Logging into the portal

When the user opens the portal url, a simple user interface isshown with a limited set of menu
choices. The first menu, Information, contains portal documentation, such as aGetting started
guide,A User’s guideand aProgramming guide. TheGetting started guide provides a system-
atic guide on how to download the Grid Certificate Manager, getting a signed certificate and how
to log into the portal. The second menu, Session, at this point only provides 2 menu choices, Log
in ... (proxy) and Log in .. (MyProxy). By choosing the first menu item, a simple login window is
shown. From this window, the user selects the previously generated proxy-certificate and selects
Login. If a correct proxy-certificate was submitted, the portal now shows a complete set of menus
for all functionality.

Main portal user interface

Figure 1: Main portal user interface



The main portal user interface designed as a normal desktop application with a menu bar and a
work area. From the menu bar, all functionality of the portalcan be accessed. In the workarea
below the menubar all forms, windows and message boxes are displayed. Figure 1

Job creation and job definitions

The Lunarc Application Portal uses the concept of job definitions. A job definition contains a job
description (xrsl), associated job files and any needed scripts for running the jobs on the grid. The
user provides any settings and input files using the web interface provided by the portal.

The portal comes with a number of job definition plugins for commonly found applications at
Lunarc. A job definition is created from theCreate menu. When a job definition template is
selected from the menu a input box appears asking for a job name. This name is used later on for
identifying the job in the management and monitoring menus.When This menu is completed the
main job definition window appears displaying more job options, see figure 2.

Figure 2: Editing the job definition

In figure 2 the settings for an ABAQUS job is shown, with a browse button for selecting an input
file and an input box for providing a hostname to a license server. All job definition user interfaces
also contain common settings such as requested CPU-time, Job name and an email address for job
state notification.

Managing existing job definitions

All job definitions created can be managed from theManage/Job definitionsmenu. Selecting this
menu displays window with a list of all created job definitions. In the lower half of this window,
there are a set of buttons for managing the job definitions:

• Edit – Brings up the job definition user interface for the selectedjob definition.
• Submit – Submits the selected job definition for execution on grid resources.
• View results – Displays a list of downloaded result files for the selected job definition.
• Delete– Deletes the job definition including any associated results from the portal.

Managing running grid jobs

When a job has been submitted to a grid resource it is managed using theManage Grid Jobs
window accessible from theManage/Running jobs... menu. This window displays the status of
all the job submitted by the user, see figure 3.



Figure 3: Manage Grid Jobs window. From this window all running or finished grid jobs can be managed.

There are three buttons in the lower part of this window:

• Get – Download the job into the job definition result folder. Thisrequires that the job has
finished (FINISHED) is in a failed state (FAILED).

• Kill – Kills a running job. Requires the job to be in a executing state (INLRMS, EXE-
CUTED).

• Clean– Removes a finished job from a grid resource without downloading any results. This
requires that the job has finished (FINISHED) is in a failed state (FAILED)

When a job is downloaded using theGet button, the output files are placed together with the
associated job definition. When a job definition has been submitted several times, each result is
stored in separate folders marked with the download time anddate.

Viewing job output files

To view the downloaded output files, theView results button is clicked with a job definition
selected. This shows a window with a list of all output files downloaded for this job definition. To
view a specific output file folder, theView directory button is clicked. This brings up a list of all
the downloaded files for the specific grid job, see figure 4.

Figure 4: Output files generated by a grid job.

In the window shown below, there are several buttons:

• View – View a file as text. Brings up a simple window with scrollbarsdisplaying the contents
of the file.

• Download– Downloads the selected file to the users browser, displaying a download dialog.

• Download all (.tar.gz) – Compresses the entire directory and downloads it to the users
browser, displaying a download dialog.



By providing the user with tools for examining the output from a job, the user can save bandwidth
by not downloading failed or unsuccessful jobs.

Ongoing application projects

The following sections describe ongoing projects based on the Lunarc Application Portal frame-
work. The goals of these projects are to further the use of applications currently only available
locally on the Lunarc clusters. By providing a easy to use interface these applications can be eas-
ily used by researcher world-wide, without having to recompile and configure them for a specific
cluster.

StarSim – Astronomy

Figure 5: User interface and typical results from the StarSim application

One of the applications that have been using the resources atLunarc, is the simulation the adaptive
optics [16, 15] of a coming extremely large telescope ELT in the EURO50 project. To make these
simulations available for more researchers a project at Lunarc is implementing a special plugin
for the Lunarc Application Portal, providing a easy to use web interface for the simulation code.
Typical results from the simulation code and the initial user interface is shown in figure 5.

SMAFS – Fire safety design

An ongoing project is to integrate the SMAFS CFD applicationused for fire safety simulations [17,
18, 19]. The goal here is to create an easy to use interface forthe user to submit generated input
files to the Lunarc resources. The target users are from the industry and a licensing model is under
development.

Implementation

The main implementation goals of the Lunarc Application Portal (LAP) framework are:

• Lightweight – Easy to understand without large dependencies on other libraries. Easy to
deploy and maintain.

• Extendible – It should be easy to extend the portal using a built in plugin-architecture.



• Customizable– The graphical design should be customizable to adapt to existing web de-
signs.

• Available – The next release will be available under an open source license (GPL).

The portal framework is designed around the python web application toolkit Webware [20]. This
is a lightweight toolkit for developing object-oriented web applications. The toolkit contains de-
sign patterns for applications servers, server pages, servlets, session management and many other
features. The toolkit is modular and easily extendable.

The portal uses Webware as an application server integratedin the Apache webserver [21] using
a special Apache module provided with Webware called modwebkit. For security reasons the
Apache webserver serves the web pages using the HTTPS protocol.

To access the grid the portal uses the ARC [1] middleware. This middleware has special bindings
for Python, arclib [22]. The present version of the portal uses arclib for certificate handling and
querying for resources, but a transition is underway to makethe portal use arclib exclusively as
this eliminates the need for problematic parsing of output from the ARC command line interface.

Plugin architecture

The portal framework also implements a plugin-architecture for easily extending the portal without
modifying the existing portal source code. The portal supports the following types of plugins:

• Job definition plugins – These plugins enable support for different type of applications on
the grid. Implemented by 2 classes, one for the user interface and a second for describing
the job.

• Documentation plugins– Implements HTML based documentation with the portal. Imple-
mented by 2 python classes (Secure and Non secure) and a HTML document.

• VO plugins – Implements registration processes for different kinds ofvirtual organisations.

The plugins are located in a special directory in the portal main directory and is parsed by the
portal application to generate the menu structure. Each directory contains the needed python files
and a special information file containing the text that is to appear in the portal menu.

Conclusions

Most users are application expert and know how to generate input for his or her application. By
using an application oriented web based grid portal, like the Lunarc Application Portal, a new
group of user can benefit from the advantages of grid resources. By providing explicit user in-
terfaces for user applications, eliminates the need for users to learn details of the underlying grid
infrastructure.

The Lunarc Application Portal provides a lightweight and extendable implementation of a web
based grid portal. Using lightweight tools in the implementation, such as Python [14] and Web-
Ware [14], enable easy deployment and maintenance of the portal. The arclib [22] library provided
an effective tool for interfacing the ARC grid middleware [1] with the portal.

Extending the portal with additional application types canbe done without a large development
effort, using the plugin architecture of the portal framework. The portal framework has also been
used successfully by other grid portal projects [23].
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Summary
Direct numerical simulation is used to study the development and statistics of turbulent non-isothermal
wall-jets. The simulation code developed employs compact finite differences to solve the fully compressible
Navier-Stokes equations. Simulations are performed with substantial density differences, including the
use of a temperature depending viscosity. Parallelizationof the solution procedure is achieved by using
Message-passing-interface (MPI) routines.

Background

A plane wall-jet is obtained by injecting fluid along a solid wall in such a way that the velocity
of the jet supersedes that of the ambient flow. The structure of a developed turbulent wall-jet can
formally be described as two adjacent shear layers of different character. The inner layer, reaching
from the wall up to the maximum mean streamwise velocity, resembles a thin boundary layer,
while the outer part, positioned above the inner layer and reaching out to theambient flow, can
be characterized as a free shear flow. As a consequence of this twofold nature, properties such as
mixing and momentum transfer exhibit distinctively different character throughout the wall-jet.

Walls-jets are in practice often used for mixing and transport of scalars likeheat and fuels. Ex-
amples of applications are for instance in thin film cooling, ventilation and in separation control.
Wall-jets are also of interest in connection to combustion, since all combustion applications con-
tain regions where mixing and reaction takes place close to and are affectedby a wall.

In the present study, we perform three-dimensional direct numerical simulations in order to an-
alyze the development and properties of plane turbulent non-isothermal wall-jets. The jets are
non-isothermal in the sense that varying temperature and density profiles are specified at the in-
let. The current work is a continuation of and builds on previous simulation efforts[1], where the
development and mixing in an isothermal wall-jet was investigated.

Simulation technique

The simulations are performed by employing a sixth order compact finite difference scheme[3]
for the spatial discretization, and a third order low-storage Runge-Kutta scheme for the temporal
integration. The governing flow equations solved for are the fully compressible Navier-Stokes
equations
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whereρ denotes the mass density,uj the three velocity components,p the pressure,τij the viscous
stress tensor,E the total energy andqi the heat diffusion.



In the simulations the viscosity varies with temperature according to Sutherland’s law

µ = C
T 3/2

T + S0

(4)

whereT is the fluid temperature andC andS0 constants.

The simulation code is written in Fortran and uses MPI routines to enable parallelsimulations
on distributed memory computers. The parallelization is achieved by domain decomposition and
distribution over the participating CPUs.

The domain used is a rectangular box with a no-slip wall positioned at the bottom.The inlet
Reynolds number employed isReh = UJh/ν = 2000, whereUJ is the the inlet jet center velocity
and h is the inlet jet height. The corresponding inlet Mach number used in the simulations is
M = UJ/c = 0.5. Above the jet a constant coflow ofUc = 0.10UJ is applied. The density
and temperature is varied over the jet profile to achieve either a cold jet propagating in a warm
surrounding or a heated jet in a cold surrounding. The wall temperature iskept constant and equal
to the ambient flow temperature.

Results

The simulation code developed has been found capable of handling wall-jetswith significant den-
sity variations. Presently a smaller test simulation of a cold jet in a warm surrounding has been
performed. The cold jet is defined by a density difference of∆ρ = (ρJ −ρa)/ρJ = 0.4, whereρJ

is the inlet jet density andρa the density of the ambient fluid. The inlet jet center temperature in
the simulation is set to293 K. The domain size used is20h× 12h× 2.4h in the streamwise, wall
normal and spanwise directions respectively, and the number of nodes used is128 × 128 × 32.
Examples of results from the simulation are presented in figure 1-3. Figure 1shows a snapshot of
the wall-jet streamwise velocity. The jet is injected along the wall in the lower left corner. The jet
propagation is initially laminar, before transition to turbulence is initiated. Downstream of the tran-
sition the jet propagates fully turbulent. The wall-jet temperature is shown in figure 2. As the cold
jet propagates downstream it is heated by its warmer surroundings. Figure 3 shows the growth rate
and streamwise velocity fluctuation intensity, at a downstream position ofx/h = 15, and compares
it to results from the previously simulated isothermal wall-jet. The same inlet Reynolds and Mach
numbers, as well as inlet disturbances are used in both simulations. The growth rate is evaluated
using the velocity half-width,y1/2, defined as the distance from the wall to the outer shear layer
position where the mean streamwise velocity isU = (Um − Uc)/2. Observing the half-width, the
transition to turbulence is found to be slightly faster in the cold jet. The developed growth rate,
downstream of the transition, is also found to be higher. However only the last 10 inlet heights
contain fully developed flow, and hence a simulation using a larger box is needed to confirm the
validity of these observations. The mass-weighted velocity fluctuation,u′′ = u−Ũ = u−ρu/ρ̄, is
found to agree well for the two cases, apart from in the inner region, where the fluctuation intensity
is higher in the cold case. This in turn confirms the observation of a faster transition.



Further work

As noted above further work include a larger, better resolved, simulation of the present cold jet
case. Also the opposite situation, a warm jet propagating in a cold surrounding will be simulated.
The statistics from the non-isothermal jet will be investigated in order to draw conclusions on how
a varying density affects the wall-jet development and dynamics. Comparisons will be made with
present simulation[1] and experimental data[2] of isothermal wall-jets.
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Figure 1: Snapshot of the cold wall-jet (∆ρ = 0.4) streamwise velocity
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Summary The acoustic field in an annular gas turbine combustion chamber is determined using a
hybrid approach. The flow solver is based on Large Eddy Simulations to account for turbulence and on a
flamelet-based method to model combustion. The acoustic part solves an inhomogeneous wave equation.
POD is used to identify the resulting acoustic modes.

Introduction

Thermo-acoustic instabilities are a major concern in the development of gas turbine combustion
chambers. The amplification of pressure oscillations may lead to the malfunctioning of the de-
vice, or, in the worst case, to its failure [2], thus it is needed that the combustion instabilities are
predicted as early as possible.

Here we focus on the acoustic field generated by a reacting flow field in an annular gas turbine
combustion chamber. The acoustic field can be determined by solving the compressible Navier-
Stokes equations using Direct Numerical Simulations (DNS) or Large Eddy Simulations (LES)
[3]. This direct method being highly inefficient for low-Mach number flows a hybrid method
is used in the present paper. The compressible Navier Stokes equations are split in a set of in-
compressible Navier Stokes equations and a set of acoustic equations. Using first-order approxi-
mations, the acoustic equations may be reorganized into an inhomogeneous wave equation. The
method was implemented by Mihaescu et al. [4] and further developed further by Duwig et al. [1]
to predict thermo-acoustic instabilities in a model gas turbine combustion chamber. Szasz et al.
[5] applied this hybrid approach to determine how the perturbations of the acoustic sources are
influencing the generated acoustic field.

The present work is a continuation of [5]. Proper Orthogonal Decomposition (POD) is used to
identify the dominant acoustic modes. The results show that except the case with perturbations in
time, an axial mode dominates the acoustic field.

Numerical methods

The acoustic field in an annular gas turbine combustion chamber is determined. The combustion
is equiped with thirty burners arranged equidistantly in azimuthal direction (see Fig. 1(a)). In the
followings all lengths are expressed in terms of the premixing tube diameter. The computations
are carried out in two steps. First, the flow field is computed and the acoustic sources are stored.
In the second step the acoustic sources are read in into the acoustic solver and eventually altered.

Since the flow computations are numerically expensive, the flow field is determined in a region of
the combustion chamber corresponding to a single burner (Fig. 1(b)). The flow computations are
based on LES to account for turbulence and on a flamelet-based approach to model combustion.

In the acoustic solver a non-homogeneous wave equation is solved on a cartesian grid. The whole
geometry is taken into account. In the base case the sources are copied identically in thirty in-
stances to account for the presence of thirty burners. To emulate counter-rotating motion, in the



second case, the acoustic sources are imposed in a mirrored way for every second burner. In the
third case the acoustic sources are rotated around the symmetry axis of the burner with six degrees.
The last case accounts for time shifts between consecutive burners by reading in the sources saved
at different time instances.

For each case, the acoustic density fluctuation in a longitudinal cross section (through the sym-
metry axis of the combustion chamber) and two transversal cross sections (at axial distances of 4
and 8 diameters) have been saved every fiftieth timestep for postprocessing. The data was post-
processed using POD to identify the dominant modes. Fur further details about the numerical
methods the reader is referred to [5].

(a) (b)

Figure 1: The geometry of the combustion chamber (a) and sketch of the region considered in the flow
computations (b)

Results

Previous computations [5] revealed that counter-rotation or phase shift in space of the acoustic
sources have relatively small influence on the resulting acoustic density field which is restricted to
the higher frequencies of the spectra. Significant influence on the low frequencies was observed
only for the case when a time shift was imposed for the sources imposed at consecutive burners.

Figure 2 shows the isocontours of the first most dominant mode in a transversal cross section
located at an axial position of eight diameters. One can observe that in all cases except the case
with time shift (Fig. 2(d)) the dominant mode is an axial one. This is not surprising, since the
flow computations revealed also the presence of a dominant axial mode. Reconstruction of the
first dominant mode has shown that the observed axial mode has a Strouhal number of 0.6. This
agrees well with the observed dominant frequency in the acoustic density fluctuation spectra [5].
For the last case, the time shift imposed between consecutive burners results in the excitation of
an azimuthal mode. This azimuthal mode becomes the most dominant one.

The second most dominant mode for the considered cases is plotted at the same axial position in
Figure 3. One can observe that the imposed perturbations have significant influence on the second



mode. In the base case and spatial phase-shift case a radial-azimuthal mode can be seen. The
counter-rotating case is characterized by a clear azimuthal mode while in the case with time shift
the axial mode became the second most dominant.

(a) Base case (b) Counter-rotating

(c) Space shift (d) Time shift

Figure 2: The first most dominant acoustic mode

Concluding remarks

POD has been used to identify the acoustic modes computed using a hybrid method in an annular
gas turbine combustion chamber. The results show that an axial mode dominates all cases, except
when the acoustic perturbations were perturbed in time. The second most dominant mode was
different in each case.
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Magnus Åberg∗ and Robert-Zoltan Szasz
Department of Energy Sciences
Lund University, Lund, Sweden

e–mail: magnus.aberg@vok.lth.se

Laszlo Fuchs
Department of Energy Sciences
Lund University, Lund, Sweden

Summary Noise generated by vehicles is a major environmental problem at inhabited areas along high-
ways. A way of reducing such noise is by introducing a sound barrier (wall) on the sides of the road.
In this work we consider a line of moving objects, representing a vehicles, which are subject to a low
Mach number air stream and passing parallel to a wall. A hybrid approach is used in order to investigate
the influence of periodicity on acoustic field. Increasing the frequency of the vehicle passing rate leads
to increase in the intensity of the main acoustic modes. The effect on the frequency content itself is less
pronounced.

Introduction

Due to the development and increase of road traffic, noise pollution is an important factor for the
nearby community. Federal restrictions and public interest have led to the development of several
noise control devices, acoustic barriers being a common solution. Traffic noise and attenuating
effects of barriers have been modelled using empirical expressions for acoustic power emission
and then analytical or empirical formula for expressing thediffraction [1]-[2] over a screen or
barrier. In the current work, a more systematic approach is proposed. This approach is based on
computing the flow induced acoustical sources and than computing the acoustic wave propaga-
tion. The time-dependent flow field is handled by Large Eddy Simulations (LES) to account for
the turbulence of the flow. As compared to a Reynold Average Navier-Stokes (RANS) closure, all
of the energy bearing eddies are resolved in space and time. Since the acoustic sources are due to
the spatial fluctuations of the flow field, this implies that the acoustic source spectrum is also well
resolved. Once the acoustical sources are found, the wave propagation can be handled on a dif-
ferent, less resolved grid, since the wave numbers associated with the acoustics are much smaller
than those associated with the turbulent flow. The present hybrid approach which takes advantage
of the separation of turbulent and acoustic scales is characterized by its numerical efficiency while
maintaining good accuracy. The approach has been used by Mihaescu and Moroianu [3] to eval-
uate the acoustic emission and propagation around a wind turbine and for assessing the acoustics
due to running jet engines [4].

Method

In the hybrid approach used, the flow and acoustics are decoupled by assuming that the acoustic
pressure fluctuations are much smaller than the pressure fluctuations in the flow field. Thus, the
flow field generates the noise sources and the wave-equation is used to propagate the acoustic
waves.



Governing equations

The flow solver is based on equations 1-2 which describe the isothermal and incompressible con-
ditions in non-dimensional form.

∂ui

∂xi

= 0 (1)

∂ui

∂t
+

∂uiuj

∂xi

= −

∂p

∂xi

+
1

Re

∂ui

∂xixj

(2)

In the momentum equation, Eq.2, Re is the Reynolds number based on the object frontal charac-
teristic width, D, and free-stream velocity.

In order to obtain an acoustic analogy in form of a wave equation, a decomposition of variables is
introduced in the full Navier-Stokes equations and the viscous terms are neglected. The different
terms are then recast into a form of an inhomogeneous wave equation in terms ofρ′.
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The primed variablρ′ is referring to a perturbation around the incompressible state. Higher order
terms of of the perturbation have been neglected by assumingthat they are small.

Numerical method

The system of governing equations is discretized on Cartesian grids using finite differences.

The flow equations are discretized on a staggered grid with third and fourth order spatial schemes
for the convective and viscous terms, respectively. For time marching, a first order implicit scheme
is used. In order to achieve high resolution without refiningthe whole grid, local refinements are
used in areas where high gradients are expected.

The wave equation, Eq.3, is discretized using a Lax-Wendroff like method that is second order in
both time and space and solved using the Thomas algorithm line wise.

The solver algorithm consists of two major steps. In the firststep, the flow solution equations 1-2
is integrated one time step. The source-term field in Eq.3 is then evaluated and interpolated to
the acoustic grid using first order linear interpolation. Inthe second step, the wave equation is
integrated while the flow field is advanced to next time step.

Problem setup

The computational domains for the flow and acoustics are schematicly shown in Fig.1 The vehicle
comprises of two bricks of width D. The distance from the ground (xz-plane) is 0.25D. The bulk of
the vehicle (the bottom brick) has a height of 0.5D and the total vehicle height from the ground is
D. The length, in z-direction, is 2D for the bulk and 1D for thetop brick. The height of the barrier
is 1D and the vehicle is located at 0.5D from the barrier. In order to simulate a row of vehicles
periodic conditions are set between the inlet and outlet boundaries. A no-slip condition is imposed
on the vehicle surface, on the ground and on the barrier. Slipcondition is used on the remaining
walls.

In the acoustic solver, the barrier, ground and vehicle surface have reflecting boundary conditions.
All other boundaries are assumed to be non-reflecting. The flow and acoustics are resolved us-
ing approximately 10 and 8 million cells, respecively. The acoustic solver has a spatial size of
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Figure 1: The computational domain for the flow and acoustic solvers. To the left, the flow field where the
acoustic sources are calculated can be seen. The right figureshows the acoustic domain including the flow
field from where the sources are interpolated

0.1D. Four periodic distances are considered 20D, 30D, 40D and 50D corresponding to the traffic
Strouhal numbers, Stt, 0.025, 0.0167, 0.0125 and 0.01 The ReD in Eq. (2) is 60000 for all the
cases and the Ma in Eq. (5) is 0.1.

Results

The source calculated from the flowfield is shown in Fig.2 A high magnitude of the source is, not
surprisingly, located in the vicinity of the wake where velocity gradients are largest.

Figure 2: Visualisation of instantaneous iso-contours of the non-dimensional acoustic source.

The acoustic spectral content of the four traffic frequencies is plotted in Fig. 3. The frequency
distribution does not have significant differences which indicates that the large wave-numbers
induced by traffic load does not influence the small ones. It can also be seen that the acoustic
signal for all of the St contains harmonics of St 0.2. These signals are harmonics of the periodic
shear instability around each vehicle. The increase of amplitude with the trafic frequency is due to
an inrease of source region rather then a change of the acoustic sources as such.

Concluding remarks

A hybrid approach is used in order to investigate the influence of periodicity on the flow and
acoustic field. In this method the problem is solved in two steps firstly, the flow field around a line
of moving vehicles parallel to a barrier is modelled with LESand the induced acoustic sources



Figure 3: The acoustic spectra is plotted for the four trafficfrequencies at one point located in
(x,z)=(3D,75D) in the acoustic domain. St numbers are a) 0.025, b) 0.0167, c) 0.0125 and d) 0.01

are evaluated. Secondly, the acoustics is evaluated by using an acoustic analogy in form of an
inhomogeneous wave equation. Most of the energy carrying frequencies are resolved and it is
seen that periodicity is not influencing the spectral content of the signal which is dominated by
harmonics of the dimensionless frequency of about 0.2. Thisfrequency is related to the instability
of the shear-layer close to and in the wake of the vehicles.
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Summary Modelling turbulent flow is a vital issue in numerous engineering fields ranging from aerospace 
to biomechanics. An example of very complex four-dimensional turbulent flow relates to the vortex-
breakdown. In the present paper, we consider a swirling flow undergoing an axis-symmetric sudden 
expansion. The low pressure region along the combustor axis induces a backflow creating a forward 
stagnation point. The dynamics of the stagnation point is studied using Large Eddy Simulation. The data are 
further analyzed using Proper Orthogonal Decomposition.  

Introduction 

Modelling and understanding of swirling flow is a key issue in many industrial applications e.g. 
flame stabilization. A swirling motion is given to a jet. The swirling jet is subject to centrifugal 
forces leading to a radial expansion of the jet. A low-pressure region appears around the axis 
region, close to the expansion. If the swirling motion is strong enough, the longitudinal pressure 
gradient induces an axial back flow and leads to vortex breakdown. However, despite of more than 
40 years of research, the mechanisms of vortex breakdown are only partially understood [1]. The 
main difficulty of the problem is the non-linear and unsteady behaviour of this type of flow: large 
structures resulting from vortex breakdown and the swirling shear-layers, affect strongly the flow 
field. An example of the large scale unsteady motions arising during vortex breakdown is the 
precessing vortex core (PVC) [1-3]. Experimental and numerical works [2, 3] have reported that 
vortex breakdown might result in an off-axis precession of the central recirculation zone. The 
recirculation zone undergoes a periodic rotation around the axis and the instantaneous flow field is 
far from being axis-symmetric. However, time averaging over several cycles restores the axis-
symmetry. 
The present work focuses on simulation and study of PVC arising during the vortex-break down. 
The unsteady and multidimensional nature of the problem makes that one need to resolve both in 
time and space the PVC and leads to use of Large Eddy Simulation (LES) based techniques. 
However, capturing the PVC leads to an accumulation of a large amount of data and we use the 
Proper Orthogonal Decomposition (POD) [4] to extract relevant information (i.e. related to the 
PVC) from the collected data.  
 

Numerical techniques 

LES modelling 
The basic equations describing the motion of an isothermal incompressible fluid are the 
conservation of momentum, mass. In the case of LES the averaging operation corresponds to 
spatial filtering (i.e. applying a “low-pass” filter which removes all the Fourier components that 
have shorter length scale than the filter size). The filtering operator is linear and is assumed 
commutative with time- and space-derivatives but is not commutative with non-linear terms. Thus, 



non-linear terms lead to expressions that cannot be expressed in terms of the filtered quantities 
requiring subgrid scale (SGS) modelling. In the momentum equations, the SGS terms should 
account for the dissipative character of turbulence on the small (unresolved) scales as well as for 
the transfer of energy among the resolved and unresolved scales. A computational grid can support 
only Fourier components that have longer wavelengths than the grid size. Thus, a dependent 
variable that is represented on a grid that is used together with a discrete approximation for the 
derivatives leads to an implicit filtering. If no explicit SGS terms are added, then the numerical 
scheme should account at least for the small scale dissipation. This is attained by using a 
dissipative discretization scheme and is referred as implicit LES [5].  
A Cartesian grid based finite difference LES code was used [5]. The spatial discretization is done 
using a fourth order centered scheme except for the convective term in the momentum equations 
that are treated using a third order upwind scheme. A second order finite difference scheme is used 
for time discretization, the time integration is done implicitly [5].  
 
Proper Orthogonal Decomposition 
In order to extract only relevant information from the large amount of LES data, we perform a 
proper orthogonal decomposition (POD) of the resolved turbulent flow. Within the POD, one 
seeks to project the turbulent flow field on a vector base that maximizes the turbulent kinetic 
energy content for any subset of the base. It allows an accurate description of the turbulent data 
using only few modes [4]. Given a vector Q containing the field variables and a vector base Φ, the 
POD gives: 
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Note that the approximation QN of the turbulent data set Q converges to Q when N goes to infinity 
and that i=0 corresponds to the averaged field. The base vectors are computed so that they satisfy 
the eigenvalue problem [4]: 

)()(),(),( xx Φ=Φ>⋅< λtQtQ T xx  (2)
where the superscript T denotes the transposed of the vector and <.> is the time averaging 
operator. It is worth noticing that the vectors Φ are the eigenvectors of the temporal auto-
correlation tensor. The eigenvalue λi characterizes the turbulent kinetic energy content of the mode 
i. For practical reasons, it is seldom possible to solve Equation (2) if the turbulent data set is large. 
Instead, one may reduce the computational costs by using Sirovich’s method of snap-shots e.g. [6]. 

 

Presentation of Dellenback’s swirling flow 

LES together with POD was used for simulating and studying vortex breakdown in a model 
combustor corresponding to the experiments conducted by Dellenback et al. [3]. The setup 
consists of a swirling jet flowing into a pipe of diameter D that issues into a coaxial pipe of 
diameter 2D. Figure 1 (left) shows a sketch of the geometry of the case. 
Here we restrict our study to a Reynolds number of 30000 and a jet swirl number of 0.6 [3]. The 
computational domain is a 12D*2D*2D box starting at the 2D upstream of the expansion as 
presented on figure 1. The inflow conditions are enforced at X=-2D and were taken from measured 
velocity profiles [3]. Non-slip walls and zero-gradient mass conservative boundaries where used 
for the wall and outlet modelling. The computational grids contain ~1·106 mesh-points with about 
50 cells across the diameter D. 



The data are normalized with the pipe diameter D and the bulk velocity U0 in the pipe (i.e. the total 
volume flow / πD2). 

 
Figure 1: Left: Computational geometry corresponding to Dellenback’s experiment. Right: Time averaged 
normalized axial velocity and velocity vectors obtained from LES. 

Results 

Time averaged results 
Figure 1 (right) shows the time averaged normalized axial velocity. The flow field is axis-
symmetric. The flow is distributed over the pipe cross section and evolves toward an annular jet as 
getting closer to the expansion. Consequenlty, a forward stagnation point appears on the axis close 
to the expansion. Downstream of the expansion, two negative axial velocity regions are seen, one 
central recirculation zone (CRZ) close to the axis and one toroidal external recirculation zone 
(ERZ) close to the expansion. The CRZ results from vortex breakdown. Between the two 
recirculation zones, the positive axial velocity is concentrated into an annular jet.  
Figure 2 (a) shows the averaged profiles obtained by LES together with some experimental data 
[3]. The agreement is good indicating that the averaged flow field is well captured by the LES. In 
particular, the size and strength of the two recirculation zones are simulated accurately. Figure 2 
(b) compares the root-mean-squared (RMS) of the axial velocity fluctuations obtained by 
measurements and simulation. The data shows that high levels of fluctuation are seen in the shear-
layer between the annular jet and the recirculation zones. The overall agreement is reasonable but 
the numerical results over-estimate the fluctuation intensity. However, the present results 
reproduce well the vortex-breakdown and can be used for investigating the nature of the velocity 
fluctuations. 
 

(a) 

(b) 
Figure 2: Statistical data plotted along radial lines at different locations in the combustor (a) Time averaged 
axial velocity. (b) Root Mean Squared of the axial velocity fluctuation. The solid line represents the LES 
predictions and the symbols are Dellenback’s measurements [3]. 



Analysis of the large turbulent structures 
POD Modes 1 and 2 dominate clearly the other modes representing together ~20% of the total 
turbulent kinetic energy. Figure 3 (a) shows a vortex-core visualization of mode 1. The mode 
consists of a double helix that originates ~1D upstream of the expansion. The double helix covers 
the region of vortex-breakdown. Note that mode 2 (not shown here) is almost identical to mode 1 
rotated around the axis by π/2 so that the combination of the two modes results in a rotation at the 
PVC frequency. Figure 3 (b) shows the axial velocity fluctuation associated with mode 1. The 
fluctuation is organized with a spiral shape and is anti-symmetric. The effect of mode 1 and 2 on 
the averaged flow results in off-axis rotation of the central recirculation zone referred as PVC. 
 

(a) (b) 

Figure 3: Visualization of the POD modes (a) λ2-visualization [7] of POD-mode 1. (b) Axial velocity iso-
surfaces (negative in yellow; positive in blue). 

Concluding remarks  

Large Eddy Simulation together with Proper Orthogonal Decomposition was used to study a 
turbulent swirling flow. The results indicated that LES captures accurately the flow and the POD 
enables to isolate large scale coherent structures. This methodology is suitable for studying and 
understanding turbulent swirling flows.  
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for efficient structural reliability analysis

Thomas Most∗ and Christian Bucher
Institute of Structural Mechanics

Bauhaus-University, Weimar, Germany
e–mail: thomas.most@uni-weimar.de

Summary In this paper an adaptive response surface approach for reliability analysis is presented. The
obtained numerical results are compared to these of directional sampling and the fekete point method.

Introduction

In engineering science the modeling and numerical analysisof complex systems and relations
plays an important role. In order to realize such an investigation, for example a stochastic analysis,
in a reasonable computational time, approximation procedure have been developed. A very popular
approach is the response surface method, where the relationbetween input and output quantities
is represented for example by global polynomials or local interpolation schemes as Moving Least
Squares introduced by [1]. In recent years artificial neuralnetworks (ANN) have been applied as
well for such purposes in several studies for stochastic analyses, e.g. in [2].

Recently an adaptive response surface approach for reliability analyses was proposed in [3]. This
method is very efficient concerning the number of expensive limit state function evaluations, but
due to the applied simplex interpolation the procedure is limited to small dimensions. In [4] the
original approach in [3] was extended for larger dimensionsusing combined ANN and MLS re-
sponse surfaces for evaluating the adaptation criterion. In this paper this approach is compared to
the standard directional sampling method [5] and the feketepoint method [6].

Reliability analysis, response surface method and adaptivity

By assuming a random vector
X = [X1,X2, . . . ,Xn] (1)

of n mutually independent, standard normal random variablesXi and a limit state functiong(x)
the probability of failureP (F ) reads

P (F ) =

∫

g(x)≤0
ϕn(x)dx (2)

whereϕn(.) denotes then-dimensional normal probability density. The limit state function divides
the random variable space into a safe domainS = {x : g(x) > 0} and a failure domainF = {x :
g(x) ≤ 0}.

The computational challenge in determining the integral ofEq. 2 lies in evaluating the limit state
function g(x), which for non-linear systems usually requires an incremental/iterative numerical
approach. For reliability analysis it is most important to obtain support points for the response
surface very close to or exactly at the limit stateg(x) = 0. For this purpose the random vectorX

in Eq. 2 is replaced by a random direction unit vector

A = [A1, A2, . . . , An] (3)



Limit State

r∗
i

Unit Hyper
Sphere

Figure 1: Limit state with discrete points Figure 2: 3D Fekete point set with 500 points

and a random radiusR which leads to
X = AR. (4)

Then the integral from Eq. 2 reads

P (F ) =

∫

r(a)=1
[1 − χ2

n(r∗2(a))]fA(a)ds(a) (5)

with
g(ar∗(a)) = 0 (6)

wherebyfA(.) is the probability density of the random directional unit vector A, χ2
n(.) is theχ2

distribution function withn degrees of freedom andds(a) denotes integration over the unit hyper-
spherer(a) = 1. For evaluating Eq. 5 only the distancesr∗(a) of the limit state surface from the
origin in the direction ofa have to be known.

The points required for the response surface approximationof the limit stateg(x) = 0 can be
determined using Monte Carlo simulation based on directional sampling [5]. In Fig. 1 the limit
state with discrete points is shown in principle.

Better approximations can be achieved if the support pointsare generated in order to cover the unit
hyper-sphere almost uniformly. A very efficient method for this purpose are Fekete point sets [6]
which can be generated very simply even in high dimensions. In Fig. 2 such a point set is shown
for three random variables.

In this paper an adaptive response surface approach is applied which was presented by the authors
in [4] and is based on the method proposed by [3]. In [3] two independent response surfaces each
having a separate set of supports are used, whereby each response surface interpolates the condi-
tional probabilities of failure using simplices. As error estimate used for the adaptation the maxi-
mum difference between both response surfaces concerning the conditional probabilities of failure
was applied. Due to the limitation of the simplex interpolation for small dimensional problems, in
[4] the adaptive approach was extended for the application of neural networks and Moving Least
Squares. There only one set of points with the two different approximation methods was used.



The adaptation criterion is carried out by using the maximumdifference of the conditional proba-
bilities of failure of both response surfaces

ep = max|(p∗i )2 − (p∗i )1|; i = 1 . . . NDS, (7)

where i is the evaluated directional sample out of a set ofNDS realizations. The conditional
probabilities of failure are computed as follows

p∗i = [1 − χ2
n(r∗2(ai))]. (8)

Numerical examples

In this section three numerical examples are investigated:limit state functions consisting of one
and two hyperplanes. In Fig. 3 the limit state functions are given with the corresponding probability
of failure. Whereby LSF 1 and 3 contain only one efficient region, LSF 2 contains two regions
with equal contribution to the failure probability. LSF 1 and 2 can be reproduced much better by
directional sampling and the fekete point method as LSF 3, since in LSF 1 and 2 a larger area on
the unit hyper-sphere is covered by the effective regions. The adaptive response surface approach
leads for LSF 1 and 3 to better results with a smaller number ofsamples as the already efficient
fekete point method. For LSF2 similar results as in the fekete point method could be obtained.

Concluding remarks

The presented adaptive response surface approach can be applied very efficiently for structural
reliability analysis. For problems with effective regionscovering a medium or small area on the
unit hyper-sphere, which can be found mainly in practical problems, this method is very attrac-
tive compared to the fekete point method concerning the number of required samples to obtain a
certain accuracy. If the effective regions cover a relatively large area on the hyper-sphere similar
results could be obtained as with fekete points. In comparison to directional sampling the proposed
method is always significantly more efficient.
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Limit state function 1: g(x) = −x1 + 4 P̂ (F ) = 3.1686 · 10−5
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Limit state function 2: g1(x) = −x1 + 4 OR g2(x) = −∑
xi + 4

√
n P̂ (F ) = 6.2408 · 10−5
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Limit state function 3: g1(x) = −x1 + 3 AND g2(x) = −∑
xi + 3

√
n P̂ (F ) = 1.2415 · 10−4
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Figure 3: Limit state functions consisting of one or two hyperplanes with corresponding mean errors for 50
runs by using direction sampling, fekete points and adaptive response surface approach
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Summary This work achieves global solutions to several truss topology optimization problems by solving
a mixed-integer convex problem based on the Simultaneous ANalysis and Design (SAND) formulation.
Furthermore, we present additional valid inequalities and cuts (Combinatorial Benders’ and projected
Chvátal-Gomory) that strengthen the formulation and, hence, improve the efficiency, measured in solution
time and speed-up, of a parallel Branch-and-Bound method.

Introduction

The subject of this work is solving discrete truss topology optimization problems with local stress-
and displacement constraints to global optimum. We consider a formulation based on the Simulta-
neous ANalysis and Design (SAND) [5] for the ground structure approach to topology optimiza-
tion of trusses [4]. The intrinsically non-convex SAND problem is reformulated as a Mixed-Integer
Linear Program (MILP) by use of the mathematical structure of the problem as described in [1, 7].
This MILP is solved with a parallel implementation of the deterministic and convergent algorithm
Branch-and-Bound. For the parallel implementation, we use the master-worker paradigm imple-
mented in the open-source software SYMPHONY 5.0 [6].

Additional valid inequalities and cuts are introduced to give a stronger representation of the prob-
lem. The valid inequalities represent the physics, and the cuts (projected Chvátal-Gomory [2] and
Combinatorial Benders’ [3]) come from an understanding of the particular mathematical structure
of the reformulation. This work shows that adding the valid inequalities and projected Chvátal-
Gomory- and Combinatorial Benders’ cuts to the problem formulation significantly improves the
speed-up and decreases the solution time.
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(a) The design-domain, with
lengths given in meters and the
load component f = 450 kN.

(b) The ground structure with
J = 54 bars and d = 36 degrees
of freedom.
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(c) The optimal cross section ar-
eas are given in 10−3 m2. The
volume is V ∗ = 0.0466 m3.

Figure 1: The design-domain (a), the ground structure (b), and an optimal structure (c) for the L-shape truss.



Problem formulation
The problem, that we consider, is to minimize the volume of a truss structure subject to force
equilibrium-, displacement-, and stress constraints. A given design-domain with defined supports
and an external load vector (see Figure 1 (a) for an example) is discretized into a ground structure,
i.e., a set of potential straight bars connecting a set of frictionless nodes, see e.g. Figure 1 (b). A
bar can take an area ai from a given set ai ∈ {a1, . . . , aI}, or else the bar is not present in the
design. The actual number of possible cross-section areas is I + 1, since 0 is not represented in
the set {a1, . . . , aI}. We denote xij the binary design-variable, where

xij =
{

1 if the jth bar is present in the design with area ai, and
0 if the jth bar with area ai is not present in the design.

The truss structure is represented by the vector of design variables x ∈ BIJ , where J is the number
of potential bars in the ground structure.

For the jth bar, the length is denoted lj and Young’s modulus is Ej . We denote by bj ∈ Rd the
direction cosine vector in global coordinates for the jth bar, where d is the number of degrees of
freedom. The stiffness matrix K(x) ∈ Rd×d in global coordinates is then

K(x) =
J∑

j=1

I∑

i=1

xij(Ejai/lj)bjbT
j , and K(x)u = f

expresses the force equilibrium constraints with the displacement- and external force vectors de-
noted by u ∈ Rd and f ∈ Rd, respectively.

The representation of the force equilibrium constraints is nonlinear. We reformulate these into
sets of linear inequality constraints. In the reformulation, continuous variables sij are introduced,
and the direction cosine-relationships are represented in the matrix B ∈ Rd×IJ . The continuous
variables sij represent the internal normal forces. Furthermore, the constants cmin

ij and cmax
ij are

introduced. These constants (cmin
ij and cmax

ij ) are determined from the limits umin and umax on the
displacements, which denote, respectively, the minimal and the maximal allowed displacements.

The problem of minimizing the volume subject to force equilibrium-, displacement-, and stress
constraints formulated as a MILP is

min
x∈BIJ ,u∈Rd,s∈RIJ

J∑

j=1

lj

I∑

i=1

aixij (volume)

s.t. Bs = f , (force equilibrium)
xijaiσ

min ≤ sij ≤ xijaiσ
max, ∀(i, j) (stress constraints)

Ejai

lj
bT

j u− sij ≥ (1− xij)cmin
ij , ∀(i, j) (compatibility)

Ejai

lj
bT

j u− sij ≤ (1− xij)cmax
ij , ∀(i, j) (compatibility)

I∑

i=1

xij ≤ 1 , ∀j (at most one area per bar)

umin ≤ u ≤ umax, (displacement constraints)
xij ∈ {0, 1} , ∀(i, j) . (jth bar with ith area)

(1)

Note that representing the SAND formulation as a MILP is made possible from the fact that the
design variables are binary (xij ∈ {0, 1}) and the displacement variables u are bounded.



Without valid inequalities and cuts With valid inequalities and cuts
P. T1 Speed-up T1 Speed-up

[s] 2 4 8 16 [s] 2 4 8 16
Lσ1 33612 1.99 2.83 3.04 3.24 508 1.98 3.94 7.53 15.10
Lσ2 200117 1.52 1.58 1.70 1.69 8585 2.02 4.10 8.21 16.80
Lσ3 549 2.01 4.07 8.12 16.11 337 1.94 3.82 7.95 14.62
Cσ1 56610 1.85 2.82 2.86 2.88 2359 2.06 1.83 3.74 8.73
Cσ2 19375 2.10 4.07 6.42 7.02 13553 2.17 4.47 9.91 19.90
Cσ3 73839 1.87 2.65 2.76 2.78 213091 1.83 2.45 2.75 2.77

Table 1: Solution statistics comparing Branch-and-Bound with and without added valid inequalities and
cuts. Notice the improved speed-up and the faster optimization time after adding valid inequalities and cuts.

Figure 1 illustrates a truss structure from design-domain (a), to ground structure (b), to the optimal
structure (c) found by solving the problem (1). The material data used in this example represents
aluminum (with Young’s Modulus E = 70 GPa), and the external load vector has the single load
component f = 450 kN. The stress limits are σmax = −σmin = 170 MPa, and the displacement
constraints are ±2 m. The area set consists of 3 areas, ai ∈ {5, 10}10−3 m2 and the area 0 m2 is
also possible. This structure has the optimal volume V ∗ = 0.0466 m3.

Numerical Experience

The parallelized Branch-and-Bound method implemented in SYMPHONY 5.0 [6] is based on a
master-worker paradigm. The master manages information which it sends to and receives from
the workers. The workers solve subproblems of the original problem, in our case, continuous
relaxations of the optimization problem (1).

For the master-worker paradigm, to show good performance, the workers should be constantly
busy solving subproblems. This is measured by the speed-up, where we compare the time for ’one
master – one worker’ to ’one master – several workers’. Denoting the computational time for ’one
master – x workers’ by Tx [s], the speed-up is

Speed-up =
T1

Tx
.

The ideal is to have the same speed-up as the number of workers. Note, however, a speed-up
of 19.90 in Table 1 when using 16 workers. These even larger speed-up values are because the
number of solved subproblems may differ.

The performance of this parallelized Branch-and-Bound method is presented in Table 1. We see for
each problem (P.) the time for solving the problem using ’one master – one worker’ (T1) and the
speed-up when using several (2, 4, 8, and 16) workers. The problems we solve are the L-shape truss
problem from Figure 1 and a Cantilever 3D truss, see Figure 2. Figure 2 (c) illustrates the optimal
structure when using Young’s Modulus E = 70 GPa, the load vector with four load components of
f =

√
2 · 100 kN, the stress limits σmax = −σmin = 170 MPa, and the displacement constraints

±2 m. The area set consists of 5 areas, ai ∈ {2.5, 5, 7.5, 10}10−3 m2 and the area 0 m2 is also
possible. This structure has the optimal volume V ∗ = 0.438 m3.

Both the L-shape truss and the Cantilever 3D truss are solved with the three different stress limits

σmax
1 = −σmin

1 = 170 MPa, σmax
2 = −σmin

2 = 120 MPa, and σmax
3 = −σmin

3 = 90 MPa.
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(a) The design-domain, with
lengths given in meters and the
four load components of f =√

2 · 100 kN.

(b) The ground structure with
J = 40 bars and d = 24 degrees
of freedom.
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(c) The optimal cross section ar-
eas are in 10−3 m2. The volume
is V ∗ = 0.438 m3. The dotted
lines represent areas of 0 m3.

Figure 2: The design-domain (a), the ground structure (b), and an optimal structure (c) for the Cantilever
3D truss.

The L-shape truss problem with stress constraint σ1 is denoted Lσ1 , and similarly, Cσ1 denotes the
Cantilever 3D truss problem with stress constraint σ1.

Notice the improved speed-up and the faster optimization time after having added valid inequali-
ties and cuts in all problems but the Cσ3 problem, i.e., the Cantilever 3D truss problem with stress
constraint σ3. We believe that with more cuts, the speed-up will be better also for the Cσ3 problem.

The reason we see such improved speed-up is because the workers are inactive for long time for
the problems without added valid inequalities and cuts, and the workers are almost constantly busy
in the problems with added valid inequalities and cuts. Furthermore, the added valid inequalities
and cuts give a stronger representation of the problem such that the Branch-and-Bound algorithm
shows better convergence in the sense of faster solution time.
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Summary In topology optimization it is mandatory to use a filtering technique in order to prevent
checker-boarder solutions. The paper examines a new filtering principle and demonstrates an improved
sharpness in the contours. This was not realized in the original proposal of the filter. Furthermore the paper
offers an explanation of the advantage of the filtering technique.

Introduction

Topology optimization is an important field in mechanics, and the book of Bendsøe and Sigmund
[1] gives an excellent overview of the field. In this paper we concentrate on a small subject namely
the problem of distributing a given volume of material in order to reach the maximum stiffness.
Only a single loadcase is considered, and the problem is plane and linear. The problem is dis-
cretized by the finite element method.

The basic idea is to introduce a so-called relative material densityρ ∈ [0; 1] for each element. In
order to penalize intermediate densities which from a construction point of view is not suitable
the finite element solution is made by a reduced stiffness proportional toρp, wherep typically is
3. In this way intermediate densities are not very effective. The method is denoted SIMP (Solid
Isotropic Material with Penalization), and detailed explanations can be found in [1]. The analysis
continues through a number of iterations leading finally to an optimal design. In this paper we use
the Optimal Criteria Method which is very easy to implement and suitable see [1]. An alternative
optimization method can be based on the Method of Moving Asymptotes (MMA), and in this way
optimization problems with several loadcases and nonlinear mechanical behaviour can be treated,
see [1].

In the optimal solution all elements have the same strain density, and the solution is also a 0-1
density distribution i.e. elements are either with no (small) density or full density. If no special
precautions are made the solutions may have so-called checker-boarder patterns i.e. areas where
the density jumps from 0 to 1 between neighboring elements. In this way an intermediate material
density can be created without penalization. In order to avoid this non-physical phenomenon a
filtering technique can be implemented, see the pioneering work of Sigmund [2].

Checker-boarder filter

In the optimization algorithm the derivative of the strain densityw with respect to density varia-
tions are needed. The basic idea of Sigmund [2] was to filter these sensitivities as shown in (1)

∂̂wi

∂ρi
=

N∑

j=1

∂wj

∂ρj
ρj(R− rj)/(ρi

N∑

j=1

(R− rj) (1)

where the summation from1 to N involves the neighboring elements as shown in Figure 1. The
sensitivities are weighted according to the difference between a chosen averaging radiusR and the



Figure 1: Elements participating in filtering for elementi

distancerj from the center of elementi to the center of elementj times the density of the element
ρj . In this filtering method variations in densities will have a large influence leading to less sharp
contours between voids and solid material. The filter technique has proven effective, but in the
literature different improvements are discussed, see e.g. [4] and [5].

Improved filter

The filter technique used in this paper was original proposed by Back-Pedersen see [3], but the
paper did not fully recognized all the positive consequences. This might be due to the fact that a
more complicated problem was investigated involving several loadcases.

The basic idea is to remove the influence of density on the results. The sensitivities in the optimal
solutions will be equal both in elements with large and small densities. However, the density
weighting will change a smooth pattern along boundaries between dense parts and voids. The
proposed filtering process only secures continuous sensitivity solutions, and the checker-boarder
pattern is solemnly due to the finite element discretization. In (2) the filtering formula is given:

∂̂wi

∂ρi
=

N∑

j=1

∂wj

∂ρj
vj(R− rj)/(

N∑

j=1

vj(R− rj) (2)

where the notation is similar to the notation used in (1). In the filter we have included the influence
of different element volumes to have consistency for different element sizes.



Example

The example is solved with an algorithm similar to the 99-line program in [1] where more details
can be found. In Figure 2 an example with a cantilever beam is given. The design depends on

Figure 2: Different designs depending onR. To the left the improved filter and to the right Sigmund’s filter.

the chosen material volume and the filtering radiusR. A large value ofR will give a more simple
design on the cost of more material. The advantage of the improved filter is that the material
distribution becomes closer to the 0-1 design. The number of elements with intermediate densities
is very small with the new filter. This can improve the transfer of design data from the optimization
program to the CAD environment.

A big difference between the original filter and the improved is the ability of the filter to operate
with sharp transitions from 0 to 1 density. This is illustrated in Figure 3 and Figure 4. In Sigmund’s
filter the transition will normally involve an element with intermediate density, and this can be
seen in the gray parts of the design. Further it may be noticed that theR-value has a very reduced
influence on the cost of the design in the new filter compared to Sigmund’s filter.

Conclusion

The paper discusses a new filtering technique in topology optimization. The idea is to filter the
derivative of the strain densities with respect to density solely as a geometric filtering not including
the material density. In this way the checker-boarder pattern is avoided, and it is regarded solemnly
as a finite element discretization problem. The new filter results in a design with very limited
intermediate densities, and the contours are sharper. This will ease the transfer of data from the



Figure 3: Density variation with the improved filter.

Figure 4: Density variation with Sigmund’s filter.

optimization analysis to the CAD-programs. The conclusion is based on a simple linear problem
where the optimization is easy, and work on more complicated problems is in progress.
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Summary In order to solve vibration problem in large-scale structures a global optimization program based 
on genetic algorithms has been integrated into an existing local optimization tool consisting of a commercial 
finite element program and a local optimization program based on gradient methods. The developed 
optimization tool has been tested on a 3D structure for vibration reduction purposes using seismic load as 
excitation forces.  

Introduction 

The structural vibration optimization problem involves finding optimal parameters, called design 
variables, in order to minimise or maximise an objective function with or without constraints. 
Turner [1] and Tong and Jiang and Liu [2] considered the natural frequencies of the structure as 
constraints in order to reduce the vibration level by avoiding structural resonance. Vibration 
reduction may also be achieved by maximising the natural frequencies of the structure as done by 
Negm and Maalawi [3]. Cheng, Kang, and Wang [4] have studied multiple-objective vibration 
optimization of a turbine foundation using both weighs and vibration amplitude to consider safety 
and costs simultaneously. Memari and Madhkan [5] studied 2D analyses of steel frames subjected 
to seismic load considering the weight of the structure as the objective function.  
 
In this work, the objective is set to minimise the maximum translational acceleration obtained over 
all times t and over all finite element nodes in the structure when it is excited by ground motions 
from earthquake. 

Global and local optimization techniques 

Global optimisation technique based on genetic algorithms, PIKAIA 
The genetic algorithm (GA) is a global optimization technique based on evolution, where the user 
provides the objective function and an environment. The environment consists of a population of 
individuals represented by chromosomes with binary or decimal alphabet strings, which have 
encoded the design variables. GA performs iteratively operations on individuals of each generation 
to produce new generations of individuals until some termination criterion, which in many cases is 
the number of generations, is satisfied. The best solution that appeared in any generation is 
designated as the result of the GA for the run. The major disadvantages of GA are that they can not 
take advantages of gradients during the search process resulting in generally slower convergence 
than the local techniques. Moreover, GA does not guarantee the true global optimal solution.  
 
PIKAIA is a GA-based function optimizer written in FORTRAN77 that seeks to maximize a user 
supplied objective function. The program provides an input file, where the user can define 12 
control-parameters to control the behaviour of the GA.  



Local optimization technique based on gradient, IDESIGN 
Most of the local techniques use direct search methods based on a chosen initial design and an 
iteration process to find a better design. The algorithm finds first the best direction to move in and 
then the best size of the step in that direction. The convergence criterion is based on the norm of 
the design change and the violation of the constraints. The major disadvantages of gradient-based 
algorithms are that the results of these algorithms depend on the choice of the starting point. The 
optimums these algorithms find are usually in the neighbourhood of starting point. It means that in 
the process of finding a global optimum one needs to run the algorithm several times with different 
starting points. Moreover, computations of gradients are often time-consuming.  
 
IDESIGN has several facilities that permit the user to interact with and control the optimization 
process. The program is written in FORTRAN77 and a number of optimization algorithms are 
available. The user must prepare the input data, such as the initial design, lower and upper limits 
on design variables, problem parameters, convergence criteria, output-levels and write some 
additional FORTRAN subroutines for the problem at hand.  

Optimization design tool 
In order to solve the vibration reduction problem, PIKAIA has been integrated with an existing 
local optimization tool consisting of the finite element program ABAQUS and IDESIGN to create 
a combined global and local optimization design tool. 
3D building structure 
As an application of the developed optimization tool, a large 3D four-story three span steel 
structure subjected to the ground motion excited from earthquake has been analysed. The forcing 
functions due to excitation from the El Centro N-S earthquake have been applied in the 1-direction 
of the structure at the support points. The building structure, with the overall dimensions 
LxWxH=13x13x14 m includes beams and columns with rigid connections and quadratic cross-
sections. A 3-D view of the structure is shown in Figure 1. 
 
 

 
 

Figure 1: 3D view of the building structure. 
 
The dynamic response of the structure calculated in the time domain by using parameterized 
ABAQUS finite element models within the developed design optimisation tool. The problem is 



formulated as: optimize cross-section dimensions for beams (Ab)and columns (Ac)as well as 
rotational stiffness (kq) and rotational damping (Cq) coefficients at the support points of the 
structure by minimizing the objective function  
 3

2

1

( ) ( )peak i
i

f t a
=

= ∑ t  (1)

which is the peak, during the simulation time interval, of a vectorial sum of all three translational 
accelerations over the whole structure and over all time increments 
Results 
Table 1 gives the results of the vibration reduction problem using PIKAIA. Figure 2 shows the 
history of the objective function as a function of the generation number. Table 2 gives the results 
of the vibration reduction problem by IDESIGN using PIKAIA’s optimum results as initial design. 

Table 1: Vibration reduction results by PIKAIA.  

Design variable Lower Upper Optimum design Obj. fun. 
kq [Nm] 0⋅5*4⋅6E8 2⋅0*4⋅6E8 0⋅5756*4⋅6E8 

 Cq [Nms] 0⋅5*1⋅0E6 2⋅0*1⋅0E6 1⋅4932*1⋅0E6 
              Ac [m] 0⋅5*0⋅2 2⋅0*0⋅2 1⋅2951*0⋅2 
             Ab [m] 0⋅5*0⋅2 2⋅0*0⋅2 1⋅5071*0⋅2 

  
0⋅7309 
[m/s2] 
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Figure 2: History of objective function against the generation number. 

 
Design variable Lower Upper Initial design Final design Obj. fun.

kq [Nm] 0⋅5*4⋅6E8 2⋅0*4⋅6E8 0⋅5756*4⋅6E8 0⋅5756*4⋅6E8 
Cq [Nms] 0⋅5*1⋅0E6 2⋅0*1⋅0E6 1⋅4932*1⋅0E6 1⋅4932*1⋅0E6 

Ac [m] 0⋅5*0⋅2 2⋅0*0⋅2 1⋅2951*0⋅2 1⋅2951*0⋅2 
Ab [m] 0⋅5*0⋅2 2⋅0*0⋅2 1⋅5071*0⋅2 1⋅5071*0⋅2 

   
  0⋅7309 
   [m/s2] 

Table 2: Vibration reduction results by IDESIGN. 
 

Discussions 
The GA optimisation took almost 12 days of computer time. It shall be noted that with an 
increased number of generations, it is possible for PIKAIA to reduce the vibration level even 



more. Clearly, the optimisation process should in itself be further optimized by switching 
automatically from PIKAIA to IDESIGN at some best points during the optimization. 

Concluding remarks 

Genetic algorithms in conjunction with gradient-based optimization combine searching 
capabilities of the global and excellent convergence behaviour of the local techniques in the 
neighbourhood of an optimum. Vibration reduction of a structure subjected to ground motions has 
been presented by means of integrating available programs in order to develop a combined global 
and local optimisation design tool. The work can be improved by the considering of the following 
1) multiple-objective optimisation in order to consider both costs and safety simultaneously, 2) 
vibration reduction only in some part of the structure, 3) using more powerful computers and 
parallel processing in order to reduce computational time to make the tool more practically 
applicable and efficient to use for vibration reduction tasks. 
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Summary  

Problems of analysis and optimization of inelastic stepped spherical caps are studied. The problem of 

maximization of limit load under given weight is discussed in a greater detail. Necessary optimality 

conditions are derived with the aid of variational methods of the theory of optimal control. Numerical results 

are presented for a simply supported spherical cap with single step of thickness. 

Keywords: optimization, spherical shell, crack. 

Introduction 

Optimization of thin-walled plates and shells have both, theoretical and practical significance. 
Various approaches to and results of load carrying capacity of spherical caps can be find in books 
by Hodge (1981); Save, Massonnet, Saxce (1997); Chakrabarty (2000). 
Optimal designs of spherical caps with a central hole were established  by Lellep and Tungel 
(2002) assuming that the thickness was piece wise constant and the material obeyed generalised 
square yield condition. Spherical shells of Mises material were studied by Lellep and Tungel 
(2005). 
In the present paper stepped spherical caps with cracks at re-entrant corners of steps are considered 
making use of approximations of the Tresca and Mises yield conditions. The aim of the paper is to 
establish minimum weight designs of the shell under fixed limit load. 

Formulation of the problem and basic equations 

Consider a spherical cap of radius A simply supported or clamped at the edge with central angle 
βϕ =  (Fig. 1). The shell is subjected to the uniform external pressure of intensity P. The pressure 

loading is quasi-static, inertial effects will be neglected in this paper. It is assumed that the 
thickness of the shell is piece wise constant, e.g. jhh = , for );( 1+∈ jj ααϕ  where nj ,...,0=  

and βα =+1n . Thicknesses ),...,0( njh j =  and angles ),...,1( njj =α  will be treated as design 

parameters to be defined so that a cost function attains its minimal value. In the fracture mechanics 
it is wellknown that sharp corners in structures generate stress concentration which entails cracks. 
It is assumed herein that at ),...,1(, njj == αϕ  circular cracks are located. We treat the cracks as 

stable part through surface cracks of length jc  at jαϕ = . Note that the deepness of the crack is 

not necessarily constant. In this case the length jc  stands for the maximum of the deepness of the 

crack at jαϕ =  over the corresponding circle. 

We are looking for the minimum weight design of the spherical cap for the fixed limit load. The 
other problem we are dealing with consists in the maximization of the limit load for given material 
consumption. 



 
Figure 1: Geometry of the shell. 

There are different approaches to the evaluation of the material volume of a spherical cap. In the 
present paper we assume that the material volume of the cap can be assessed as  

)cos(cos2 1
0

2
+

=
−= � jj

n

j
jhAV ααπ . 

In the case of the problem which consists in the maximization the of ultimate load to be sustained 
by the cap the volume V  is considered as a given constant. 
Due to the rotational symmetry the equilibrum equations of a shell element can be presented as 
(see Chakrabarty, 2000) 

ϕϕϕ
ϕϕ

ϕϕϕ

θϕ
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In (2) θϕ NN ,  stand for membrane forces and θϕ MM ,  for bending moments in the two principal 

directions, respectively, and S  is the shear force. Here and henceforth prims denote the 
differentiation with respect to ϕ . 
Shells made of Tresca and Mises materials are considered. In the case of Tresca condition the 
portion of the surface corresponding the ridge  
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N

M
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is used. Here  4/2
00 jj hM σ= , jj hN 00 σ= , 0σ  being the yield stress of the material. 

In the case of a von Mises material the exact yield surface in the space of generalized stresses is 
approximated as  
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for ),( 1+∈ jj ααϕ ; nj ,...,0= . 

Numerical results 

In order to derive necessary optimality conditions for minimum of the functional V under the 
condition that governing equations of the problem are satisfied we introduce Lagrange’an 
multipliers and compile and extended functional. Calculating the total variation of the extended 
functional yield necessary conditions of optimality. The obtained set of equations is solved 
numerically. 
The distributions of the bending moment 0/ MMϕ  are presented in Fig 2 for a shell simply 

supported at the edge of the cap and made of Tresca material. Fig 2 corresponds to the case of the 
shell with a single step and 4.0=β . Here the solid line is obtained for the optimal solution 
whereas the dotted line is associated with the reference shell of constant thickness. Optimal values 
of parameters 1α  and 01 / hh  are presented in Table 1 for cap with 0.1=β . 
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Figure 2: Bending moment 0/ MMϕ . 



 

Concluding remarks 

Methods of optimization of inelastic spherical caps subjected to external pressure loading are 
accommodated for shells having part-through surface cracks at the re-entrant corners of steps. It 
has been established that the deepness of the crack has quite weak influence on the design 
parameters of the optimized shell. 

Table 3: Optimal design for 0.1=β . 

p �  
1γ  0/VVe =  

0.99P0 0.9837 0.2338 0.9773 
0.98P0 0.9658 0.3342 0.9588 
0.97P0 0.9458 0.4144 0.9430 
0.96P0 0.9230 0.4859 0.9234 
0.95P0 0.8959 0.5542 0.9180 
0.93P0 0.8071 0.7111 0.9049 
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ABSTRACT:  The paper presents experimental and analytical micro model analyses on one bay and one storey brick 
masonry infill frame with different sizes of central window opening with varying opening lengths and heights, subjected 
to in plane lateral load. Based on the parametric studies obtained from diagonal strut model analyses results, in plane 
lateral stiffness of the infill frames have been computed. Further, this lateral stiffness versus strut width reduction factors 
have been computed. Nomographs have been made for different combinations of opening height and opening length 
ratios.  

1. INTRODUCTION 

Application of Infill frames are in common practice these days. They are often constructed as composite 
reinforced concrete skeleton frames with infill masonry walls, with or without openings. The infill frame 
structures are assumed to carry the transverse load separately, resisting the entire load primarily in flexure. It is 
well understood that infill actions of brick masonry with different wall openings inhibit lateral displacement 
compatible with the composite frame action. There is no doubt that a frame with infill wall, with or without 
opening, is considerably stiffer than the bare frame. However, the stiffness and strength contribution of the 
infill can be difficult to assess. 
  
Since the brick masonry wall possesses heterogeneous characteristics, a microscopic approach could be an 
adequate tool for analysis. The model should account for nonlinear behavior due to separation of bricks, 
cracking, bond slip in mortar joints and dowel actions. Such an approach is much more complicated than 
earlier practice, but not necessarily more accurate, due to the uncertainties involved. 

2. RESEARCH OBJECTIVES 
Consultants need efficient calculation tools in their daily business. The brick infill is there for usually 
neglected in design of lateral load carrying capacity. An improvement would be to include the stiffness and 
capacity by a strut and tie model, however a representative strut width can be a tedious matter to estimate. The 
main objective of the study was to develop a procedure for determination of equivalent strut width for infill 
with various openings, by experiments as well as nonlinear analysis. Further on, the purpose was to present the 
results by means of nomographs, for use in design.  

3. PREVIOUS RESEARCH 
For half a decade, almost, researchers have been investigating the mechanical behavior of infill frames, by 
analytical as well as experimental works. Several studies were related to the estimation of lateral stiffness and 
strength. Polyakov (1948) studied a hinged steel frame with infill under monotonic incremental loading, and 
found that infill without openings lost their load carrying capacity by cracking of the mortar joints along the 
compressive diagonal (strut). Holmes (1961) proposed semi-empirical methods showing the relation between 
lateral load carrying capacity of the geometry and the compressive strength of the masonry. He used steel and 
RCC frames with masonry infill. Smith (1968) concluded that when the gravity load reaches half of the load 
carrying capacity, the maximum lateral failure load is achieved. Smith and Carter (1969)  have predicted the 
lateral stiffness of the infill frame using equivalent strut models. R.Jagadish et. al. (1992) studied the effect of 
different types of stiffeners around the opening on the behavior of infill frames subjected to lateral load. Finite 
element analysis showed that when perfect bond was assumed at the interface of the infill and the frame, 
stiffeners do not have any considerable effect on the lateral stiffness. However, when separation at the 
interface occurred, stiffeners played an active part in improving the lateral stiffness. Syed Shakeeb-ur Rahman 
et. al. (1992) studied the effect of the size of infill panels on the behavior of infill frames subjected to lateral 
loads.  
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4. EXPERIMENTAL WORK 
The experimental work was performed in the heavy lab of the Civil Engineering department, Institute of 
Engineering, Pulchowk Campus. The model specimens were made in one third reduced scale. The column and 
beam sizes used in the prototype test specimens were 7.5 x 7.5 cm2 and 7.5 x 10.0 cm2 respectively. A concrete 
mix design, which produced a concrete grade of 7 MPa was used. The model bricks, of size 7.5x3.5x2.5 cm3 
(Table 4.1) obtained from Harisiddhi Brick and Tile Industry, were cut from eight inches square shaped tiles 
with a 1 inch thickness. The production of the specimens, the form work and the infill masonry, is illustrated 
in Fig 4.1- 4.2. 
 

 

 

 

 

 

 

 
The horizontal in plane lateral loading was applied at the left top corner of the infill frame using a hydraulic 
ram of 25 mm diameter, see Fig. 4.3. The loading device was set as a force control device. Horizontal 
deformations were measured with a dial gauge, see Fig. 4.4.  Ten samples were tested, with and without  
central opening in the wall. Openings were considered as 0% (No opening), 30%, 60%, 90% and 100% (Bare 
frame). 
 
 
Table 4.1 Material properties adopted for laboratory experiment as well as BINAP simulation 

Material Properties Model Brick(75x35x25 mm3) Mortar 1:3 (50x50x50 mm3) Model Concrete (M7) 

Ultimate Strength (MPa) 16.8 11.3 9.8 

Crushing Strength (MPa) 7.8 9.6 8.3 

Yielding Strength (MPa) 3.7 1.7 3.9 

Modulus of Elasticity (MPa) 5388 9696 13290 

Yield Strain 0.00138 0.000331 0.000311 

Ultimate Strain 0.00585 0.004386 0.001434 

 

5. NUMERICAL SIMULATION & BINAP APPLICATION 
Simulation of the experimental tests were performed using the BINAP program, which receives the input and 
output database, as generated by SAP2000 v8.0. BINAP performs the geometric as well as material non-linear 
computations, considering loss of contact between bricks and mortar by interface elements with no tensile 
capacity. The BINAP program updates the database and exports it as a subsequent input for SAP2000, which 
consequently accounts also for the deformed shape. The structure is subjected to strength degradation at load 
steps exceeding the elastic limit. This is accounted for by a stepwise reduction of Young´s modulus of 
elasticity of the materials for each and every element in the structure.  
 

6. FINITE ELEMENT MODEL 
In order to meet the objectives of the study, experimental and analytical small-scale model analyses on brick 
masonry infill frame with central window opening subjected to in plane lateral load have been performed. A 
single bay and one storey portal frame with various sizes of openings have been carried out experimentally. 
The size of the portal frame was reduced to 1:3 scaled. Several analyses have performed, by using micro 
models, with the same configurations as in the experimental testing. In the analyses, the brick elements were 
represented by plane stress elements, whereas the mortar joints were modeled by link elements in the vertical 
as well as the horizontal bed joints, separately. The elements are illustrated in Fig. 6.1. Frame analyses have 
been performed for a number of opening lengths, opening heights and span lengths. 
 

Figure. 4.1 Form work and 
laying reinforcements for 
beam and column elements 

Figure. 4.2 Infill 
masonry wall 

Figure. 4.3 Infill wall with 60% 
central opening before loading 

Figure. 4.4 Infill wall with 60% 
central opening after loading 
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Fig. 6.1 Plane stress model for brick infill wall 

 

7. RESULTS 
For the numerical verification of BINAP, micro model for infill frames with the same configurations from the 
laboratory experiments have been constructed and a series of infill frame analyses were performed using 
SAP2000 and BINAP in a successive iteration. Load deformation curves were plotted and found more 
closeness, when there is lesser opening size (Fig. 7.1 a-e). 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Fig. 7.1 Load/deformation curve for experimental infill frame and BINAP simulation for the same. 
 a) Full infill b) 30% opening c) 60% opening d) 90% opening e) No opening (Bare frame) 
  
 
 
 
 
 

Masonry

Spring element for MORTAR

Rigid Link

Beam size : 75 x 100 mm 
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Plane stress element for BRICK 
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The failure mechanisms were also simulated using BINAP application as shown below in fig. 7.2 and fig. 7.3. 
The simulations were done for all the laboratory models with successive increments of in plane horizontal 
loads. 
 

 

 

 

 

Fig. 7.2 BINAP simulation of infill frame with no opening 

 

 

 

 

 

Fig. 7.3 BINAP simulation of infill frame with 60% opening 

8. CONCLUSIONS 
Based on the numerical and experimental results, equivalent diagonal strut widths have been estimated. 
Nomographs, showing the relation between strut width reduction and opening dimensions, are given in 
Fig. 8.1. The figure illustrate the dependency of opening length versus length of span (l/L), as well as of the 
ratio between opening- and storey height (h/H). K0/Kf  represents the stiffness relation, that is stiffness with 
opening/stiffness with complete infill. 
 

 

 

 

 

 
 
Fig. 8.1 Nomograph for determination of Strut width reduction factor 
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Summary Corrosion of steel reinforcement continues to pose problems with regard to maintenance, 
performance and service life of reinforced concrete structures. The present work has been devoted to the use 
of nonlinear finite element analysis to simulate the mechanical response of reinforced concrete structures 
with corroding steel reinforcement. The finite element simulations of medium scale beams were shown to be 
in good agreement with the experimental results for different corrosion levels.  

Introduction 

The deterioration and ageing of the concrete structures and the increased traffic intensities and 
loads are some of the major problems facing civil engineers, industry and researchers. 
Deterioration of reinforced concrete may lead to a number of undesirable consequences such as 
loss of serviceability, loss of load carrying capacity and reduction in safety of structures and 
traffics   [2]. Corrosion of steel reinforcement continues to be the principal cause of deterioration 
of reinforced concrete structures. Reduction in bar cross sectional area, cracking and spalling of 
concrete cover, reduction in bond strength and changes in bond stress-slip behaviour may severely 
impair structural integrity. 

Review of available results test data of experimental and numerical studies obtained in 
international projects are presented in reports and other publications by several authors   [1], but 
no general approach or recommendations have been developed to predict the behaviour of 
corroded concrete structures. Design Codes and Standards are intended primarily for new 
construction, and may not contain the information required for an assessment of deteriorated 
structures. The continued degradation of concrete infrastructure has thus exposed the need for 
reliable methods to predict residual service life of deteriorated structures. The main objective of 
this work is to get an opportunity to assess available test data for nonlinear element analysis to 
obtain realistic prediction of behaviour of corroded concrete structures using commercial finite 
element programs.  

Finite element simulations 

The experimental study carried out by Mangat and Elgarf   [6] was chosen to be analysed in the 
present study. Under-reinforced beams were subjected to accelerated corrosion. Different degrees 
of corrosion were induced, ranging from 1.25 to 10 percent reduction in bar diameter. Details of 
the beam section are presented in Fig.1. After casting, the beams were tested under four-points 
bending to determine their load-deflection curves and the ultimate flexural strength. The beams 
were prevented from shear failure by externally reinforcing the shear zones by means of tubular 



steel collars. The middle-third span which undergoes pure bending was free from external shear 
reinforcement.  The beams exhibited a bending failure of an under-reinforced beam.   
 

 
Figure 1: Beam specimens tested by Mangat and Elgarf   [6]. 

 
The numerical simulations carried out in the present study are based on the commercial finite 
element code DIANA 9   [4]. Since the beam and loading scheme are symmetrical, it is sufficient 
to model only the left half of the beam. In this model it was used eight-node quadrilateral CQ16M 
plane stress elements for concrete and for the collar steel collars. It was assumed that the collar 
extended over the entire length of the shear span and that the plate thickness was 5 mm. The steel 
reinforcement was represented by discrete truss CL6TR elements located along the mesh of the 
concrete elements. Bond stress-slip relations are implemented for intact as well as corroded bars 
using interface elements IP33.  

Basic material parameters for concrete and reinforcing steel were determined experimentally by 
Mangat and Elgarf   [6]. Some of the materials parameters used for finite element simulations were 
calculated by CEB-FIP Model Code 1990   [3] and the Norwegian Code for Design of Concrete 
Structures, NS 3473   [5]. 

In the analyses a fixed crack model based on total strain was used. The compressive stress-strain 
curve for concrete was approximated by that of an elastic-ideally plastic material. The tensile 
behaviour of concrete was represented by a bilinear approximation. Reinforcing steel is presented 
as elastic-perfectly plastic material. The constitutive behaviour of the reinforcement steel and steel 
collars was modelled by the Von Mises yield criterion. The bond stress-slip relationship for 
uncorroded steel bars proposed in the CEB-FIP Model Code 1990   [3] for unconfined concrete 
with good bond conditions was chosen to use in the present numerical simulation.  

As the first, the numerical simulations by non-linear finite element method were performed for the 
reference beam (no corrosion) with the slip values and the bond strength for uncorroded bars given 
in the Model Code 1990. These values resulted in a structural response which was too stiff 
compared with the experimental load-deflection diagram. It was found that the best fit to the load-
deflection behaviour of the reference beam was obtained with other set of parameters presented in 
Fig.2.  

As the second step, the numerical simulations of corroded bars were carried out. No data is given 
by Mangat and Elgarf concerning bond strengths of corroded bars. In view of this and the fact that 
failure of the corroded beams was governed by bond failure, it was decided to scale the bond 
stress-slip curves for corroded bars the same proportion for both axes. The resulting bond stress-
slip curves for the following testes of no corrosion and of corrosion 1.25 %, 2.5 %, 3.75 %, 5.0 %, 
7.5 %, 10.0 % are shown in Fig.2.   
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Figure 2: Bond stress-slip curves for noncorroded and corroded bars. 

Numerical results 

The load-deflection diagram for the reference beam determined in the laboratory test is compared 
with the behaviour obtained from the finite element simulations (Fig.3). The numerical solution is 
in very good agreement with the experimental tests. Load-deflection diagrams for beams with 
increasing levels of corrosion (from 1.25 % to 10.0 % diameter loss) are also shown in Fig.3. In all 
cases the results from finite element simulations agree well with the experimental data. It is also 
seen that the calculated mode of failure is bond failure resulting from the fact that the bond stress 
along tensile reinforcement reaches the bond strength. For the two levels of corrosion (7.5 % and 
10.0 %) the finite element analyses predict higher failure loads than the experimental values.  
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Figure 3: Load-deflection diagrams. 0-10% reduction in diameter. 



Conclusions remarks 

The present work has been devoted to the use of nonlinear finite element analysis to simulate the 
mechanical response of reinforced concrete structures with corroding steel reinforcement. The 
validation of the finite element simulations was limited to the study of medium scale beams tested 
in the laboratory.  The beams tested by Mangat and Elgarf had only tensile reinforcement and 
exhibited bond failure. The finite element simulations of these beams were shown to be in good 
agreement with the experimental results for different corrosion levels. The present study has 
attempted to address this problem by demonstration the potential and capabilities of the finite 
element method in the analysis of reinforced concrete structures damaged by corrosion using the 
commercial programs. 
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Summary 

A full 3D parametric CAD model of a Saddle Tapping Tee system for offshore maintenance operations has 
been developed. For the verification of the structural behavior of the system, critical conditions are identified 
and a parametric FEA model is established, which is automatically updated from user-defined parameters set 
for the CAD-model. FEA employing contact is performed on a 4”x 4” Saddle Tapping Tee. An increased 
level of detail has been achieved for verification and documentation in relation to offshore maintenance 
operations. 

Introduction 

Often it is necessary to branch off a pipe section on an oilrig. This operation is often performed by 
introducing a so-called “Hot Tapping” procedure, which involves welding a pipe and a flange onto 
the pipe section undergoing maintenance. A spherical valve and a gate are mounted onto the 
flange, i.e. weld-o-let. In order to perform the welding operations a so-called habitat must be 
constructed. This habitat encapsulates the “Hot Tapping” spot and is relative costly. Thus, to avoid 
welding operations onto the pipeline, a solution with clamps has been developed, i.e. a Saddle 
Tapping Tee as shown in figure 1a and 1b as devised by Rambøll. 

 

  
Figure 1: a) The Saddle Tapping Tee in a pipe section. b) The components in a Saddle Tapping Tee. 

The Saddle Tapping Tee is clamped on the pipe section applying a gasket, see figure 1b. The 
system is designed for an allowable pressure of 150[lbs], and the service temperature varies 



between -40-38[C], i.e. an allowable pressure of 19.7[bar]. However, the system must be able to 
withstand a test-pressure of 150% of the allowable non-shock pressure, i.e. the design pressure 
30[bar] according to [1].  

Parameterization of the structure 

A parametric verification model is established based on considerations regarding the compaction 
of the gasket and the stress level in the brackets of the clamp as illustrated in figure 2a and 2b. 
 

 
Figure 2: Left) The parameters controlling the clamp geometry. Right) The parameters controlling the gasket 

geometry. 

The required minimum compaction pressure in the gasket is 1.4[N/mm] according to the European 
Norm for pressure vessels EN13445 [2]. The pressure acting on the gasket is governed by the 
pretension of the clamp, the position of the gasket, and the deformation of the clamp. The steel 
applied is of the type ASTM A-420 GR 6, and welding is performed using longitudinal seamless 
groove welds. The allowable stress in the weld is determined from paragraph K302.3.2 in ASME 
B31.3 [1]. The material of the gasket is a Polymer Nitrile Rubber (NBR) with E = 3.7[MPa] and 
Poisson’s ratio 0.48. 
 
On the basis of the above considerations a full parametric 3D CAD model of the Saddle Tapping 
Tee is developed. A number of user-defined parameters are controlled from an Excel spreadsheet 
for example the parameters are shown in figure 2a defined by: 
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The same Excel spread-sheet control a full 3D parametric FEA model which is automatically up-
dated from the user-defined parameters set for the CAD-model allowing parameter studies and 
documentation to be generated effectively. 
 

Analysis and results 

As the gasket is subjected to a contact pressure arising from the clamping force acting on the pipe 
section, a FE contact analysis is carried out. Two situations are examined, i.e. a load equivalent to 
50% and 80% of the yield stress acting in the clamp bolts. 
 

 
Figure 3: Stresses in the Saddle Tapping Tee type 4”x4”, i.e. stress von Mise stress distribution. 

 
The contact analysis has been performed by applying the nonlinear element types 
CONTA175/TARGE170 on a Saddle Tapping Tee type 4”x4” as depicted in figure 3. Friction is 
set to 0.2, and initial penetration has been excluded. 
 

                         
Figure 4: Deformation of the Saddle Tapping Tee clamp and gasket. 



The performed FE contact analysis has enabled inspection of deformations of the components in 
physical contact, of stress levels in critical areas, of perpendicular stresses in the gasket, and 
friction as shown in figure 4. 
 
Due to the parameterization of the CAD model and the FEA model it is now possible for the 
engineer to verify deformations of the gasket and stresses in the clamp. Parameter studies are 
performed effectively for several models with a minimum user-interaction compared to present 
verification methods. In addition to this, “Det Norske Veritas (DNV)” requires increased amounts 
of documentation for these Saddle Tapping Tee systems for maintenance operations offshore. 

Concluding remarks 

The developed procedure allows the engineer to modify any required and relevant user-defined 
parameter on the Saddle Tapping Tee from a single Excel spreadsheet in both the CAD model and 
the FE model. A full 3D CAD model is effectively generated for dimensions in the range from 
NPS ½ to NPS 24, and FEA can be performed to provide documentation of the behavior of a given 
Saddle Tapping Tee. This documentation must be provided for verification by the “Det Norske 
Veritas (DNV)”. 
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Summary This paper extends structural optimization from single components, to families of products
built from shared partly shared or unique modules. The design variables are local cross sectional properties
as well as geometrical positions of important structural joints. The structures are exposed to a variety of
different load conditions. The technique is applied to three cars constituting a family, the S40, V50 and the
C70 manufactured by Volvo Car Corporation in Gothenburg, Sweden.

Introduction

In an effort to stay competitive and not to loose market shares, many car manufactures offer the
customers a variety of new, sometimes closely related, products. The key issue is how to develop
various new products, most likely manufactured in shorter series, and still earn money. A basic
idea for achieving this goal, is to share as many components as possible, in a family of closely
related products.

Another severe restriction is that the time-to-market must not be too long. It is also a well-known
fact, that correct decisions as early as possible are of a great importance, both for success from a
cost-effective and economical point of view, and from the important perspective of how well the
product will fulfill its overall basic technical requirements [1].

Very early in a project, perhaps only the shape of the outer surface is defined, and no geometrical
information for how to design typical load-carrying structural components is available. Most of
todays available standard CAE-tools for making structural solid mechanics analyses are tailored
around geometry modeling tools and require 3D solid geometry definitions for mesh generation.
Several authors have identified this as a problem because these tools are too time-consuming to
use in very early stages of a project when the lifespan of design ideas is short, see [2] and [3].

The demand for fast, accurate and robust easy-to-use tools for conceptual design is significant.

The objective of this work is to perform simultaneous structural optimization of several products,
exposed to a number of load cases, where these products have partly shared identical modules.

The product family optimization problem

We consider a series of more or less similar products composed by a finite number of modules,
where each module consists of a number of components. The products define a product family and
the modules define a product platform, see [4]. A typical product family is visualized in Figure 1.
The number of products or modules can be arbitrary. The major problem, and the extension in this
work compared to classical structural optimization, is the sharing of modules and design variables
among the products in the family.

We establish a performance measure representing stiffness. This measure is based on solving the
state equation

K`
α(x(α))u`

α = F `
α(x(α)), (1)



Product j

Product k

Product i

 Shared 

modules

 Partly

 shared 

modules

 Unique 

modules

Figure 1: A typical product family made up from shared, partly shared or unique modules.

representing equilibrium for a discretized FE-structure for load case` of productα. K`
α is the

global stiffness matrix andF `
α the global load vector. The current state is described by the global

degrees-of-freedom vectoru`
α obtained by solving equation (1). IfK`

α is non-singular we can
regardu`

α as a function of the design variablesx(α), i.e.,

u`
α = u`

α(x(α)) = K`
α(x(α))−1F `

α(x(α)). (2)

The performance measure used in this work is theComplianceC`
α, which is a global flexibility

measure here defined for every productα and load casè:

C`
α(x(α)) = F `

α(x(α))T u`
α(x(α)). (3)

Minimizing this measure means maximizing the stiffness. It is obvious, that in a simplified case
with a design independent global load vectorF `

α containing only one non-zero component, this
expression just means maximizing the stiffness in one direction at one position of the structure.

Design variables

One group of design variables, here called sizing variables, used in this work, comes from the
parameterization of the cross section geometry of beams. That is, heights, widths and thicknesses,
and also the orientation of the cross section, can be used as design variables, see [5]. A second
group of design variables are altering the position of connection points between different beam
members. That is, both the length and the orientation of the local beam direction will change
during the optimization process, see [6]. Concerning the topology of the structure, sizing variables
can take values close to zero, which will remove beam members. One can thus start from a non-
manufacturable ground structure and the optimization process will show the optimal load transfer
path.

Let us define a global vectorx containing all unique design variables involved in a product
family represented bynp products. Note that this is the vector which will be used in the final
structural optimization problem defined below. The relation between the design variable vector
x(α) for productα and this global vectorx is defined by Boolean matricesBα as follows:
Bαx = x(α), α = 1, . . . , np, whereBα reflects how modules are shared between products.

Objective function

A total performance measureC(x) is defined as a weighted sum of compliances, where each
productα is exposed tonl(α) load cases. The scalarsw`

α are weighting factors that reflect the



relative importance of different products and load cases. The following minimizing problem is
solved

(P)





min
x

C(x) =
np∑

α=1

nl(α)∑

`=1

w`
αC`

α(x(α))

subject to

{
Mα(x(α)) ≤ M̂α, α = 1, . . . , np,

x ∈ X ,

and the stiffest product family is found subjected to constraints where the massMα must not be
larger than an upper mass limit̂Mα available for productα andX is a set of admissible designs.

The product family

To explore the power of this technique, an example from the car manufacturer Volvo has been used.
Three existing products, the former sedan S40, the estate wagon V50 and the C70 Convertible from
1997 have been at focus. The split of these car body structures into globally shared, partly shared
and unique modules is governed by the manufacturing of these existing products. In Figure 2,
globally shared modules are shown in red and yellow, partly shared modules in green and unique
modules in grey colors. The yellow parts are in the real cars non-existing components. Boundary
conditions are illustrated in violet.

Figure 2: Ground structures and modular decomposition of the involved products

Loading conditions

Attention has been given to modeling the mass distribution as realistically as possible. Mass com-
ing both from load-carrying structural components and from non-structural components are taken
into account. That is, the mass distribution is design dependent and design derivatives of the load
vectorsF `

α are required. The mass from an extensive number of non-structural components is ap-
plied as point and line masses and they are treated as design independent. The point masses are
attached to the structure by simple weightless bar elements tuned not to add any stiffness but to
distribute the forces emanating from the point mass as accurately as possible.

The applied load cases are bending, twisting, front crash and rear crash, all achieved by applying
an assumed acceleration vector acting on the current mass distribution. Finally, also a statical
roll-over load case is applied, defined by legal provisions.

Optimization algorithm

The optimization algorithm utilized is the well-known and often used Method of Moving Asymp-
totes (MMA) [7] which has been implemented into the general in-house finite element program
TRINITAS [8].



Results

The data output from this type of analysis is enormous and can be examined and evaluated in
many different ways. Most obviously, the objective function value, summed up of compliance
values from each product and loading case, may serve as a base for comparison. Secondly, the
obtained designs from different, closely related, optimization problems can be compared. In this
document only a very limited taste of the results can be given. In the left of Figure 3 the optimal
design of only the S40 optimized for all load cases and in the right of the figure the optimal design
of the S40 exposed to all load cases but here effected by the other two members of the family.

Figure 3: The S40 optimized as one product, or as one product in a family of products

Concluding remarks

This paper presents a technique, that can serve as an efficient tool, for investigations of what will
be the loss of performance and/or change in geometry, if one product is forced to share components
with other products, in a specific product family.

By use of this technique one can also conclude that sharing or not sharing modules triggers differ-
ent design solutions, all having closely the same compliance value.
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Summary A gradient dependent plasticity model is used modeling crack-growth in an elastic-plastic 
material. The numerical simulation is based on an implementation of the Fleck-Hutchinson strain gradient 
plasticity model from 2001. A user-element implementation in the commercial finite element program 
ABAQUS is used. The crack-growth is modeled using a cohesive finite element. Simulation gives more 
realistic predictions for crack-growth at strong bonded interfaces compared to a conventional elastic-
plastic model.   

Introduction 

Based on conventional plasticity models, crack growth can only be predicted for weak to 
moderate strong interfaces. Despite experimental observations, crack growth is prevented by 
crack tip blunting for interface bond strength above 4-5 times the yield stress of the material 
even though typical separation stresses for cleavage or decohesion at the atomic level in metals 
is of the order of 10 times or more the yield stress. In contradiction to experimental 
observations, such numerical predictions result in cracks unable to grow. Similar separation 
stresses are observed for polymer-glass interfaces [1].   
 
On the other hand, for enhanced plasticity model such as e.g. the Fleck-Hutchinson [2] gradient 
dependent plasticity model, more realistic crack growth predicted can be performed [3]. This is 
do to the fact, that enhanced plasticity models through the incorporated length scales take the 
microstructure of the material into account in an averaging. This is done without actually 
modelling the underlying microstructure. In a number of cases, an accurate simulation of highly 
localized deformation fields is crucial even for realistic predictions on the macroscopic level. 
An example is the necessarily of an accurate prediction of the stress and strain field around a 
crack tip in order to make realistic prediction of the overall failure of the overall structure [3]. 
 
In the present work, crack growth for a KI-field dominated crack tip in a homogeneous elastic-
plastic material is modelled using the commercial finite element code ABAQUS [4]. The Fleck-
Hutchinson [2] strain gradient dependent plasticity model is implemented in the code using a 
user subroutine interface. The numerical implementation is quite similar to the implementation 
scheme outlined by Niordson and Hutchinson [5] and Niordson and Redanz [6]. The crack 
growth is simulated using the cohesive element already available in the code. In the traction 
versus separation law used in the cohesive elements, the work of separation and the peak 
separation stress are considered as the two most important parameters [3]. Only for stress levels 
exceeding the peak separation stress (interfacial bond strength), the crack will actually grow.  

The strain gradient plasticity theory and its implementation 

The Fleck and Hutchinson (2001) J2-flow version of the strain gradient dependent plasticity 
model is implemented in the commercial finite element code ABAQUS using the user 
subroutine interface (Uel). The implementation is quite similar to the implementation performed 
by Niordson and Hutchinson [5] and only a brief description is given below.  



 
A power-law hardening material law is used where the tangent modulus depends on a gradient 
dependent effective plastic strain  
 2 2 2

, , , ,
P P P P P P P

ij i j i iE A B Cε ε ε ε ε ε= + + +  (1)

The coefficients ijA , iB  and C , see [2] depends on three material length scales, 1 , 2 , 3 , 

the outward normal the plastic yield, (3 / 2) /ij ij em s σ= , and the gradient thereof, ,ij km . A one 

length scale parameter, * , special case of (1) has been formulated as   
 2 2

* , ,
P P P P

i iE ε ε ε= +  (2)
Later, only results for the one parameter version are shown. The equilibrium equation for the 
strain gradient plasticity model can be formulated trough the virtual work on incremental form  
 [ ], equilibrium correctione P P P

ij ij i i i iV S
Q dV T u t dVσ δε δε τ δε δ δε⎡ ⎤ ⎡ ⎤+ + = + +⎣ ⎦⎣ ⎦∫ ∫ (3)

where higher order stresses, iτ , and higher order tractions, t , are introduced.  
 
A plane strain finite element model is formulated where both the nodal displacements and the 
effective plastic strain is taken as fundamental unknowns. Following the scheme outlined of 
Niordson and Hutchinson [5,6] the element matrix for the elements in the plastic range is given 
on the following form 
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e ep
T P
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⎣ ⎦⎣ ⎦⎣ ⎦ ⎣ ⎦

 (4)

where U  and Pε  are the fundamental unknowns and the last term with, 1C , represent the 

equilibrium correction term. The displacement degree of freedoms U are approximated be a 8-
noded isoparametric element, while the effective plastic strain Pε  are approximated using the 
shape function from a 4-node isoparametric element. The element is integrated using 2x2 
Gauss-points. This combination is used in order to avoid locking in the shear-dominated part 
near the crack-tip and spurious zero energy-modes in the degree of freedoms representing the 
effective plastic strain.  In the elastic part, sufficiently large numbers are introduced in PK  in 
order to avoid spurious plastic strain increments.  
 

 
Figure 1: Mesh used in the simulation. 



 

Numerical Results 

Crack-tip and growth simulation is performed in a homogenous elastic-plastic material. The 
mesh used is shown in Fig. 1. The crack is loaded in pure mode I by prescribing a IK  
displacement field on the outer boundary. Symmetric boundary condition is prescribed on the 
lower left boundary while the lower right boundary is free to move representing the crack. For 
the crack growth simulation, cohesive elements are used in the center of the lower boundary. 
The cohesive law used has the trapeze form used by a number of authors, see e.g. [3, 7]. Fig. 2 
shows the stress and plastic strain distribution near the crack-tip. In Fig. 3, the corresponding 
variation is shown for a number of cases along the further crack path. Fig. 4. show the result 
from a few crack growth simulations.  
 

 
Figure 2: Comparison of the stress levels found at a similar load level for simulation based on a 
conventional and a strain gradient plasticity theory with a large incorporated length scale, respectively. 

 
Figure 3: Comparison of the stress level and gradient dependent plastic strain level along the symmetry 
line found for a number of cases at similar load level. 

Conclusion 

From the crack tip results, it can be seen that the stress distribution transform smoothly from the 
stress distribution found for a conventional plasticity solution for small length scale [8] to an 
elastic kind of singularity for large incorporated length scale. This is supported by the 
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degreasing level of plastic deformation for increasing length scales as seen in Fig. 3b. As a 
consequence, the crack-growth is observed to grow at lower steady state values for increasing 
length scales. 

 
Figure 4: Crack-growth simulation showing the effective plastic strain variation at the instantanous crack-
tip and the dependency of the crack-growth resistance curve on the incorporated length scale. The crack 
length aΔ  is normalized with a reference plastic zone size. 
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Summary This paper presents a conceptually simple finite element implementation of the combined
elasto-plastic Mohr-Coulomb and Rankine material models, also known as Modified Mohr-Coulomb
plasticity. The stress update is based on a return mapping scheme where all manipulations are carried
out in principal stress space which simplifies the calculations. The model supports both associated and
non-associated perfect plasticity.

Introduction

Materials such as sand and concrete show pressure dependent strength properties. The simplest
material model which incorporates this pressure dependency is the Mohr-Coulomb material model.
The yield criterion uses the well known parameters friction angle, ϕ, and cohesion, c

fMC = kσ1 − σ3 − σc = 0, with k =
1 + sinϕ

1 − sinϕ
and σc = 2c

√
k (1)

where σ1, σ2 and σ3 are the principal stresses. In this paper tension is taken as positive.

When c > 0 the Mohr-Coulomb model predicts a tensile strength which is larger than the tensile
strength observed experimentally, see e.g. references [1], [2] and [3]. This discrepancy can be
mended by the introduction of the Rankine or ”tension cut-off” criterion

fR = σ1 − σt = 0 (2)

where σt is the ”tension cut-off” value, which is the highest tensile stress allowed in the material.
The combination of these criteria is usually referred to as the Modified Mohr-Coulomb Criterion,
cf. [2]. On Fig. 1 this criterion can be seen in the principal stress space and in the σ1 − σ3 plane.
The Rankine part of the criterion, Eq. (2), is taken to be associated whereas the Mohr-Coulomb
part is non-associated.

Mohr-Coulomb

Rankine

apex

1

a) b)

σ1

σ1

σ2

σ3σ3
f > 0

f < 0

f = 0

σ1 = σt

σ3 = −σc

k = 1+sinϕ
1−sinϕ

Figure 1: The Modified Mohr-Coulomb Criterion in a) principal stress space and b) the section through the
σ1 − σ3 plane.



Plastic stress update for yield planes in principal stress space

From Eqs. (1), (2) and Fig. 1 it can be seen that the criterion consists of intersecting planes in the
principal stress space. As will be shown later the Modified Mohr-Coulomb criterion leads to nine
different types of stress return, which must be properly identified. This can be a cumbersome task
in general stress space. Therefore the method of [4] and [5] is very well suited for carrying out the
plastic integration and formation of the constitutive matrix. In the following a short summary of
the method will be given.

The stress update and formation of the consistent constitutive matrix require the derivative of
the yield function and the first and second derivatives of the plastic potential. As only isotropic
material models are considered the manipulations can be carried out with respect to any set of co-
ordinate axes. Therefore the predictor stress is transformed into principal stress space and returned
to the yield surface. Considering the fact that the stress return preserves the principal directions,
the updated stress can then be transformed back into the original coordinate system. This sim-
plifies the manipulations of the return mapping scheme considerably compared to the standard
formulation, see, e.g. [6]. There are two reasons for this. Firstly the dimension of the problem
reduces from six to three, and secondly, in the three-dimensional stress space the stress states can
be visualized graphically, making it possible to apply geometric arguments.

Linear yield criteria in the principal stresses are visualized as planes in principal stress space.
These planes intersect in lines and points, making three types of stress returns and constitutive
matrices necessary: Return to a yield plane, return to a line, e.g. intersection of two yield planes
and finally return to a point, e.g. intersection of three or more yield planes. The three types of
return are visualized on Fig. 2.

The formulae for the different returns will be established in the following. The conditions for de-
termining which return is needed will also be established by dividing the stress space into different
stress regions.

Vectors and matrices are expressed with respect to the principal axes. This means that the last three
components of vectors are always zero and are not be shown as a matter of convenience. Even so
all matrices and vectors are six-dimensional.

σ1 σ2

σ3

σB

σB

σB

σC

σC

σC

−Δσp

−Δσp

−Δσp

Return to plane
Return to line

Return to point

Figure 2: Three intersecting yield planes in principal
stress space with three types of return shown.

σ1 σ2

σ3 rl r
p

nII−I

l

pII−I = 0

f = 0

Region I
Region II

Figure 3: Boundary plane pII−I = 0 with
normal nII−I, which separates the stress
regions I and II.



The task is to determine the updated stress, σC, in the equation

σC = σB − Δσp = σB − ΔλD
∂g

∂σ
(3)

where σB is the predictor stress state found by the solution of the global system of FEM equations,
Δσp is the plastic corrector stress, Δλ is a plastic multiplier, D is the elastic constitutive matrix
and g is the plastic potential.

Stress return to a plane

The equation of a yield plane and a plastic potential in the principal stress space can be written as

f(σ) = a
T (σ − σf ) = 0 and g(σ) = b

Tσ (4)

where σf is a point on the plane and a and b are the gradients,

a =
∂f

∂σ
and b =

∂g

∂σ
(5)

Both a and b are constant. The plastic corrector stress can be computed as

Δσp =
f(σB)

bT Da
Db = f(σB) rp with r

p =
Db

bT Da
(6)

where r
p is the scaled direction of the plastic corrector in principal stress space, i.e. r

p is at an
angle with the plastic strain direction, b.

Stress return to a line

A line, l, in principal stress space has the equation

l : σ = t r� + σl (7)

where t is a parameter with the unit of stress, σl is a point on the line and rl is the direction vector.
The parameter t can be found as

t =
(rp

1 × r
p
2)T(σB − σl)

(rp
1 × r

p
2)

T rl
(8)

where r
p
1 and r

p
2 are the plastic corrector vectors from Eq. (6) for the two yield planes intersecting

at the line.

Stress return to a point

If the stress is to be returned to a singularity point, σa, e.g. an apex point, see Figure 2, there is no
need for calculations, as the returned stress is simply

σC = σa (9)



Stress regions

In this section it will be outlined how to determine to which plane, line or point the stress should
be returned. In order to do this the concept of stress regions is introduced, and the boundary planes
that separate them are defined. Each yield plane, line and point is associated with a particular
stress region. When the predictor stress is located in a given region it must be returned to the
corresponding plane, line or point. Two stress regions, I and II, separated by a boundary plane,
pII−I = 0 are illustrated on Figure 3.

When the yield functions and plastic potentials are linear in the principal stresses, the boundary
planes are also linear. The direction of the plastic corrector, r

p, c.f. (6), and the direction vector
of the line, rl, define the orientation of the plane, and so the equation of a boundary plane can be
found as:

pII−I(σ) = (rp × rl)
T(σ − σl) = n

T
II−I(σ − σl) = 0 (10)

where nII−I is the normal of the plane. The indices indicate that the normal points into region II
from region I. The point on the plane is σl, which can be taken as a point that also belongs to l,
see Fig. 3 and Eq. (7). If two stress regions are located as seen on Fig. 3, the following is valid for
a given predictor stress, σB located outside the yield locus, i.e. f(σB) > 0:

pII−I(σ
B) � 0

pII−I(σ
B) > 0

⇔
⇔

Region I

Region II

⇔
⇔

Return to f = 0

Return to l
(11)

Constitutive matrix

The consistent constitutive matrix is also formed in principal stress space. Details are given in refs.
[4] and [5].

Modified Mohr-Coulomb plasticity

The principal stresses are ordered in descending order, i.e. σ1 � σ2 � σ3. This means that the
Modified Mohr-Coulomb criterion consists of only two planes in the principal stress space, see Fig.
4. As can be seen on the figure the geometry of the yield planes is bounded by five lines which

a) b)
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2

Figure 4: a) The Modified Mohr-Coulomb criterion in principal stress space. b) Detail of the tension cut-off
plane, fR. The line, p, is the hydrostatic axis.



intersect at three points. With reference to Fig. 4 the equations for the lines and their direction
vectors are

lMC
1 : σ = trMC

1 + σMC
a , r

MC
1 = [1 1 k]T (12)

lMC
2 : σ = trMC

2 + σMC
a , r

MC
2 = [1 k k]T (13)

lR1 : σ = trR
1 + σa, r

R
1 = [0 0 1]T (14)

lR3 : σ = trR
3 + σR

1 , r
R
3 = [0 1 0]T (15)

where t is a parameter with the dimension of stress, and σMC
a , σa and σR

1 are the Mohr-Coulomb
apex (not shown on Fig. 4), the Modified Mohr-Coulomb apex and the intersection between lines
lMC
1 and lR3 , respectively. A fourth point, denoted σR

1 , is the intersection between lines lMC
2 and

lR3 . These points have the coordinates

σMC
a =

σc

k − 1

⎧
⎨
⎩

1
1
1

⎫
⎬
⎭ , σa =

⎧
⎨
⎩

σt

σt

σt

⎫
⎬
⎭ , σR

1 =

⎧
⎨
⎩

σt

σt

kσt − σc

⎫
⎬
⎭ , σR

2 =

⎧
⎨
⎩

σt

kσt − σc

kσt − σc

⎫
⎬
⎭ (16)

The boundary planes that separate the nine stress regions can be seen on Fig. 5. The equations of
the 11 boundary planes will not be given here but can be found from the Eqs. (10) and (12-16).
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Figure 5: a) Stress regions, denoted by roman numerals. b) Detail.

Numerical example

A finite element calculation is carried out on a rigid smooth footing resting on a frictional cohesive
soil. Two material models are employed. The first is a perfectly plastic Mohr-Coulomb model with
ϕ = 20◦, ψ = 5◦ and c = 20 kPa. The second is the Modified Mohr-Coulomb material model
with the same parameters and also a tension cut-off, σt = 0. A mesh of six-noded triangular linear
strain elements is created, and can be seen on Fig. 6. This element mesh has a total of 347 elements
with 1500 degrees of freedom. The radius/halfwidth of the footing is r and the domain has a width
of 12r and a height of 10r. A forced displacement is applied to the footing in steps, and the footing
pressure q is found from the reaction forces. The soil has a selfweight of γ = 20 kN/m3, a modulus
of elasticity of E = 20 MPa and a Poisson’s ratio of ν = 0.26. An initial earth pressure coefficient
of k0 = 1 is used.
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Figure 6: Geometry, boundary conditions and ele-
ment mesh for the computational example.
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On Fig. 7 the load-displacement curves can be seen. The displacement has been normalized with
respect to the footing radius and the load has been normalized according to Terzaghi’s superposi-
tion equation for the bearing capacity of surface footings

qu = cNc + γrNγ (17)

Fig. 7 shows that the Mohr-Coulomb and the Modified Mohr-Coulomb model predict almost the
same bearing capacity with the Mohr-Coulomb bearing capacity being slightly larger. In a problem
with an eccentric load the difference would be more pronounced, as positive normal strains could
develop between the soil and a part of the footing without the development of tensile stresses.

Conclusion

A simple and efficient method of performing the plastic stress update for a Modified Mohr-
Coulomb material is presented. In the method all manipulations are carried out in the principal
stress space which simplifies these considerably compared to the equivalent manipulations in gen-
eral six-dimensional stress space. A numerical example shows the performance of the method.

References

[1] Mogens Peter Nielsen. Limit analysis and concrete plasticity. CRC press, 1999.

[2] Niels Saabye Ottosen and Matti Ristinmaa. The Mechanics of Constitutive Modelling. Elsevier, 2005.

[3] R.B.J. Brinkgreve and P.A. Vermeer. Plaxis, Finite Element Code for Soil and Rock Analyses, Version
7. A.A. Balkema, Rotterdam, 1998.

[4] Johan Clausen, Lars Damkilde, and Lars Andersen. Efficient return algorithms for associated plasticity
with multiple yield planes. International Journal for Numerical Methods in Engineering, 66(6):1036–
1059, 2006.

[5] J. Clausen, L. Damkilde, and L. Andersen. An efficient return algorithm for non-associated mohr-
coulomb plasticity. In B. H. V. Topping, editor, Proceedings of the Tenth International Conference on
Civil, Structural and Environmental Engineering Computing, Stirling, United Kingdom, 2005. Civil-
Comp Press. paper 144.

[6] M.A. Crisfield. Non-Linear Finite Element Analysis of Solids and Structures, volume 2: Advanced
Topics. John Wiley & Sons, 1997.



Simulation of martensitic phase transformation in austenitic steel
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Summary A thermodynamically consistent constitutive model for diffusionless phase transformation in
austenitic steel is presented. An elasto-plastic model based on a multiplicative split of the deformation
gradient is used for the evolving plasticity while a transformation condition governs the evolution of
martensitic transformation and transformation strain.

Introduction

Increasing attention is being directed at austenitic steel undergoing martensitic transformation.
This is due in no small part to the fact that use of shape-memory alloys and so-called TRIP steels
are becoming increasingly common. The transformation from austenite to martensite has appeal-
ing traits, such as the high rate at which the transformation occur and the possibility to obtain a
material with inhomogeneous ductility, making these steels interesting in practical applications.

Phase transformations in steel occur either through slow diffusional processes or by very rapid mi-
crostructural rearrangements, not depending on diffusion. The formation of martensite that takes
place when deforming an austenitic steel is of the latter, diffusionless, kind. Martensitic phase
transformation also exhibit a strong temperature dependency since elevated temperatures restrain
transformation while lower temperatures promote it. The presence of an evolving martensitic phase
has substantial influence on the behavior of the material. Since the martensite phase has consid-
erably higher yield stress than the austenite, the martensite will enhance the hardening of the
material undergoing deformation. The difference in yield stress between the phases will also in-
duce a localization of the plastic deformation to the weaker austenite phase, inducing additional
plastic straining. These phenomena makes effective constitutive models that include phase trans-
formation desirable in many practical applications. One example is the simulation of high-velocity
metal forming operations which are too rapid for diffusion-based transformations to occur, but rely
on control of the amount and distribution of martensite, e.g. by controlling the temperature of the
tooling.

An elasto-plastic model based on a spatial formulation, and suitable for finite-strain simulations,
is developed, cf. [2]. The total deformation gradient is multiplicatively decomposed according to
F = F rF ir into one reversible part describing the elastic deformation, and one irreversible part
which includes both slip deformation and deformation due to phase transformation. The evolution
of the transformation strain is assumed to be proportional to both the applied stress and the rate of
the transformation. This approach has previously been adopted in e.g. [3] and [4].

The volume fraction of martensite is included into the model as an additional internal variable
in the Helmholz free energy function. The evolution of this internal variable is derived from a
potential function which also constitute the transformation condition. Following e.g. [1], a con-
jugated thermodynamic force, driving the transformation, is identified from the transformation
potential. The shape of the transformation surface and the direction of the transformation strain
are estimated by considering the lattice rearrangement involved in the phase transformation, i.e.
the microstructural change between the austenitic fcc lattice and the martensitic bcc lattice.



Discussion

The constitutive model incorporates the irreversible deformation both due to plastic slip and that
due to phase transformation. The plastic slip is included through the use of a standard J2-plasticity
model with non-linear isotropic hardening. To determine the evolution of transformation strain, a
transformation potential h (F, z, θ) ≤ 0 can be formulated, where F is the thermodynamic force
conjugated to the volume fraction of martensite. Much like the yield condition indicates if plastic
loading has occured or not, this transformation condition determines if phase transformation has
taken place. Also the evolution of z is determined from the potential h. The modified Koistinen-
Marburger relation – where the evolution of z is driven by both stress and temperature – can be
retrieved.
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Figure 1: Left: Simulated stress-strain response (solid lines) compared with experimental results (symbols).
Right: The volume fraction of martensite as a function of plastic strain, corresponding to the left graph. The
experimental results are taken from uniaxial tension tests of AISI304 steel at different temperatures, cf. [5].

By considering a polycrystal with randomly oriented grains, a transformation surface can be es-
tablished. Due to the symmetry of the austenitic fcc lattice, 24 different martensite variants are
made possible. Considering a polycrystal and establishing a transformation condition for each one
of these variants in each grain, a transformation surface is obtained after a homogenization of all
grains. This surface shows close agreement with experimental findings. Using this crystallograph-
ically motivated surface as a guide, the phase transformation in the present model is based on a
function h according to

h (τ , z, θ) = K (z, θ)

⎡
⎣
(

3J2 +
3bJ3

J
1/2
2

)1/2

+ δI1

⎤
⎦− Ftrans (z, θ) = 0 (1)

where b and δ are parameters to be fitted. Ftrans (z, θ) is a barrier function that act as a threshold
against transformation. By combining K (z, θ) and Ftrans (z, θ), a calibration against experimen-
tal data is possible.

Figure 1 shows the model calibrated against experimental data found in [5] for AISI304 steel. The
strong temperature dependence of the martensite evolution should be noted. Very little martensite
is formed at higher temperatures whereas most of the austenite is transformed into martensite at
lower temperatures.



Based on the above theory, a numerical implementation is preformed where it is seen that the
present model only involves one additional equation as compared with standard J2-plasticity with
isotropic hardening. This renders a computational model that is robust and convenient in FE-based
simulations.

Example

To illustrate the capabilities of the model and also the influence of a martensitic phase, consider a
rod exposed to a tensile loading. The geometry is shown in Figure 2 and r0 = 3 mm and l0 = 9 mm
is used in the simulations. To trigger necking, a small imperfection is introduced in the geometry
whereby the “waist” of the rod is reduced by 0.03%.

A B

2l0

2r0

u

Figure 2: Geometry of the simulation model representing a cylindrical rod exposed to tensile loading. Taking
advantage of the symmetry, only one fourth of the rod is actually analyzed (the hashed region). Points A
and B are used for reference. The tensile load is applied by enforcing a displacement u of one end of the
bar.
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Figure 3: Simulated response of an axisymmetric bar exposed to tensile loading at θ = 213 K. The left graph
show the response both with phase transformation (solid lines) and without (dashed lines). The graph at the
right show the corresponding evolution of martensite at the center end points of the simulated geometry, cf.
Figure 2. The dash-dotted lines are related to the end pointB of the rod and the solid lines are related to the
center point A of the rod. Figure 4 shows the corresponding graphs at θ = 293 K.

Figures 3 and 4 show load-displacement curves for the rod, with and without phase transformation.
At the lower temperature of θ = 213 K, the martensite phase evolves rapidly, cf. Figure 3. The
localization of plastic deformation occurs almost at the same state of deformation, regardless of
phase transformation. This is due to the rod being quite homogeneously transformed into marten-
site, which is seen in the right graph in Figure 3. However, the hardening is greatly pronounced
in the presence of martensite. At room temperature, θ = 293 K, the martensite evolves at a much
lower rate, cf. Figure 4. The hardening behavior is hardly affected by the harder martensite phase,
but the localization of deformation is markedly delayed. When localization is initiated, martensite
forms and rapidly stabilizes the region of localization.
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Figure 4: Simulated response of an axisymmetric bar exposed to tensile loading at θ = 293 K.
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1 INTRODUCTION
The foundation of continuum mixture theory [1] is applied to fluid-structure models.

Equations of motion and continuity are deduced for a two constituent mixture, and
expressions for supply properties are suggested. The models are exemplified with
hydrostatics.

The approach may be used as a complement to ordinary boundary condition, by
considering an interaction with boundaries in a spatially distributed boundary layer, eg.
viscous layers in flow. The principles and consequencies of regarding an entire construction
as a mixture, will also be examined.

A coupling at the boundary may be considered a weak interaction, since it is present in the
equation after a weak formulation, or an integration. A coupling in the equation is more of a
strong interaction, and emanates from mixture modeling. (The coupling has similarities with
the heat source factor and heat flux in the energy balance equation.)

In hydrostatics, a modification of Archimedes principle, gives a pointwise distributed uplift
(buoyancy). For this buoyancy, a weak formulation is considered and a stability criterion at
’meso-level’, is formulated. At macro-level, this is in analogy to meta center level stability for
ships and off-shore structures.

2 STATIC MIXTURE MODEL

The constituents are assumed to be an ideal fluid, characterized by pressure pf and density
ρf, and a solid, with stress tensor s, and density ρs. Neglecting inertia, the governing equations
based on [1] read

-grad pf + ρfg + div P=0 (1)
div s + ρsg - div P=0  (2)

where g is gravity, and div P, is momentum supply.

3 APPLICATION IN HYDROSTATICS
Assuming that P is a linear function of pf, and tr s, makes it possible to solve (1) for P,
P= c1/(1- c1)( ρfg y+ c2 tr s)1 (3) and pf=1/(1- c1)( ρfg y+ c2 tr s)+C (4)

where c1, c2, C are material constants. Compared with classical hydrostatics, equation (4), is a
modified pressure formula. Insertion of (3) into (2), will give an uplift, due to fluid content,
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and a modified Poissons ratio.
   To derive a potential, a weak form of equilibrium for a sub-body of the solid constituent

is formulated. Assume a sub-body of solid partly submerged in fluid, with a cylindrical shape,
subjected to forces as seen in Figure 1. Equilibrium (2) holds, with a reaction force from the
anchor denoted by S, and at the upper part, P is zero.

With w being a weight function, the weak formulation, when c2=0  reads
Π=Int (wT (div s + ρsg - div P+Sδ(location))dV , Π=0  (5)
When w is a virtual displacement, Π is known as a potential, [2]. Eq (5) is to hold for an

arbitrary w, eg. a rigid body motion around fluid surface quantified by a small rotation an
angle φ. Since diffusion is neglected, the entire mixture will rotate with the solid, to the
configuration in Figure 1. Such a configuration is present, at a water surface with waves, or
when air cavities.

Figure 1. Rotational displacement of mixture

An integration by parts for P-term, gives, that uplift act at the upper fluid intersection
surface, since this is the boundary of the mixture. Stability at equilibrium requires that the
second differential of Π is positive, which gives the condition

u ρfg φ2I-u ρfg φ2Vc+kf(φ,S)- ρsg φ2(K+V)a>0  (6)
where u is a constitutive parameter for momentum supply P, at the boundary, a and c are the
distance from origo to point a and c, K, V are the volumes above and submerged, I is the area-
inertia moment for the boundary surface and f is a function of conditions for the anchorage.
For k=0, equilibrium reads ρsg (K+V) =u ρfgV. Insertion in (6) gives the formula a+c<I/V,
which, for u=1, is in analogy to meta center stability for a ship in water, or an aircraft on air.
In mixture, as well as in traditional modeling, the density distribution may be a varying field,
(since the constituent does not occupy the entire space), which alters the formula.
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In classical traditional modeling, the solid and fluid are two different bodies, momentum
supply P=0, and the coupling is at the boundary. In the weak formulation of the mixture
modeling, the momentum supply will act at the boundary, altered by a factor u.

Generalisations could be done to
• Non-rigid body motion, strain implies a stress tensor, which give dependency on c2

• anchorage force non-zero,  (S=kφ2 or kφ)
• friction at solid-fluid intersection.

4 CONCLUSIONS
By considering the fluid and structure as a mixture, an alternative approach to fluid-

structure interaction was investigated.  In mixture modeling, there are couplings also in the
field equations, and not only at the boundaries. Model were applied to stability for floating
objects.

Other areas where continuum mixture modeling is of interest are biomechanics, pressure-
dependence on depth, density, temperature, salinity, and influence from measurement
equipment.
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Part II. Dynamics with relative motions
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1 INTRODUCTION
For a continuum mixture theory¹ featuring diffusion, equations for a two-constituent

mixture will be summarised. Assuming constituent to be fluid, solid and gas, models in
hydrodynamics are deduced. In applications of special relativity, a generalised Lorenz
transformation appears. To describe Doppler-shift, we consider a constituent (fluid or gas)
with velocity v1 and density ρ1, that transmits an acoustic wave, mixed with an acoustic
medium at rest. Constituting the mixture to be an acoustic medium with sound/wave velocity
c, a Doppler effect that depend on ratio of velocity and sound speed, as well as densities of the
constituents are derived. For certain average values of densities, the classical relativistic
Doppler formula will appear, as a special case.

At aqua-plane, vertical forces are due to gravity, buoyancy, and an uplift proportional to
square of velocity, surface and density.  Considering the angle to the water-surface as a degree
of freedom, a weak form2 of equation of motion will give a nonlinear equation. At
linearisation, for different angles, a generalised format with eigen-frequency may be
identified. For large speeds, behaviour is non-stable.

2 CONTINUUM MIXTURE MODEL

For a mixture of two constituents [1] with densities ρi and velocities d txi, i=1,2,
the density and velocity are defined as

ρ=ρ1+ρ2 , ρd tx =ρ1d tx1 +ρ2d tx2 (1)

The stress tensor for the mixture is

Tm=s1+s2-ρ1 u1u1
 T-ρ2 u2

 u2
T (2)

where si are stress tensors of the constituents, and ui =d txi-d tx are the relative velocities.

3 APPLICATIONS

3.1 Induced Lorenz expression for relativistic frames/measures
Preliminaries: Constituent 1 has an absolute velocity v1, and the stress tensor for the

mixture is the pressure of an acoustic medium[3] with sound/(light) wave speed c, here
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specified to ideal gas p=ρc2.
The first component of the stress tensor for constituent 1 will read (1),(2)
-(s1)11/c2=(1−(v/c)2(ρ2

2/ρρ1))ρ +(s2)11/c2  , where v is the velocity of the mixture.
An interpretation (for (s2)11=0) is: If  ρ is a measure/property in the frame of the mixture,

then a corresponding measure in the frame 1 will be scaled by a ratio of v and c. This reminds
of the Lorenz factor, but v is the absolute speed, and scaling will also depend of ratio of
densities. Subsequently (1−(v/c)2(ρ2

2/ρρ1)) will be known as the L-field, £. Here £=£(v).
£ may be expressed in absolute velocity for frame 1, or  relative velocity between frame 1

and mixture u=v-v1 by (1). For the relative velocity £=£(u)=(1−(u/c)2(ρ1/ρ)). If ρ2=0, the
velocity of the mixture equals the speed of frame 1, such that u=0, and £=1. This is since
frame 1 constitutes the entire mixture.  I.e. a non-trivial £ requires ρ2 nonzero, and the
classical Lorenz expression, may not be pointwise recovered. If ρ1 and ρ2 occupy different
regions (as in examples of special relativity), an integration over volume give mean values
that fulfil the classical Lorenz transformation.

3.2 Results for Doppler effect
We consider a mixture where constituent 1 and 2 not, necesarilly entirely, occupy the same

region in space. Preliminaries: Constituent 1 has a constant absolute velocity v1, and the
stress tensor s1=-p1(ρ1)1 , where p1 and ρ1 are the pressure and density of an acousic medium
such that p1, ρ1 fulfil the wave equation, with sound velocity c1-v1 and ρ1=exp(iω(t-x/(c1-v1))).
For the mixture, close to 2: T=-p1, where p=p(ρ2, ,) is the pressure of an acoustic medium
with sound velocity c, and ρ2=exp(iω(t-x/c)). For constituent 2: s2=-p21.

Hereby, from (1)(2), p1
 = p-(ρ1ρ2/ρ)v1

2  -p2
By a quasi-weak formulation, properties of left hand side will be defined at the

neighbourhood of 1, and properties of right hand side defined at the neighbourhood of 2,
through integrating over volume with weighted average.

Differentiating twice with respect to time, and assuming that dtρ2>d tρ1 at 2 (thus defining
location2), and vice versa, dt

2p= c2dt
2ρ2 from the wave equation for ideal gas, and

dt
2(ρ1ρ2/ρ)=-ω2

2ρ2f(ρ1,ρ2), f  being a function of the densities, it is achieved

ω1
2ρ1c1

2 (1-(v1/c1))2=ω2
2ρ2c2 (1-f(ρ1,ρ2)( v1/c)2)-p2

ω2
 is detected frequency at location2, and ω1

 is transmitted frequency at the location1.
For c1=c and the ‘average‘ values ρ1=ρ2 and f(ρ1,ρ2)=1 (since an integration over volume

was presumed), and omitting p2, the classical relativistic Doppler formula is recovered. The
assumption of sound velocity c1-v1, is probably valid at a limited distance to the moving
sound generator. When the function f(ρ1,ρ2) vanishes, which is the case far from 1 or 2, the
formula alters, which agrees with that the Doppler effect is more noticable, at close distance.

3.3 Aquaplane
For a boat on water, the uplift is due to relative velocity and buoyancy. Intersecting part of
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boat and water is considered a mixture, such that (1)(2) holds.
At low depth, translation and buoyancy from pressure at depth is neglected. Vertical

equilibrium (neglecting momentum supply and nondiagonal terms in s1) then give
m1g= e y

T int(div s1dV)= e y
T int(s1 ndA)= syyA, where A is projected area at water line, and

m1 is mass. At constant horisontal relative speed u, an angular periodic motion around
equilibrium angle φe will be considered. The angle φ is defined positive CW, counted from φe,
cf. Figure.

Guided by the expression (2), for the mixture, it is assumed that uplift is proportional to
ρ1u2. Hereby syy=kρ1u2= m1g/A which will be used in a dynamical analysis, where potential
energy2 is derived from equation of motion. Moment from uplift int(xxs1 ndA)=xusyyA, when
syy is uniformly distributed, xu denoting the center of uplift distribution.

Diffusion due to upward motion is neglected (in conjunction with assumption of low
depth). Potential from gravity and uplift, give a linear model in a 1st approximation when
uplift is determined from vertical equilibrium. Hereby V=φ2syyf(A,xu,rc) where f is a function
and rc is center of mass, and the Lagrangian T-V, where T=J(dtφ)2/2, J being 2nd moment of
inertia.

Nonlinear model.
In a refined model, higher order terms are considered, and in resulting non-linear model,

the issue is what higher order terms to encount, and eventually, how to linearise. This may
depend on if the goal is, to model severe event, to optimise a design for a special purpose, or
to control the motion. Here, we will consider the (generalised) eigenfrequencies, the
behaviour at turning points, and the case when the boat flip backwards, not returning to
equilibrium.

For positive angles, since both xu(φ) and projected area, A(φ), depend on angle, the uplift
will increase of an higher order, which motivate a positive φ3. (Refined small angle approx,
giving negative contribution, is assumed less.)

Due to angular velocity, the horisontal velocity and then the uplift will change. Replacing
syy in V, with kρ1(u+ρ2/ρL(dtφ)φ)2,  L being the boat-length, give a dependence of L(dtφ)φ, 
which give ‘bi-nonlinearity’. For negative angles, the horisontal velocity component is
increased at downward motion dtφ>0, compared to that at the equilibrium angle, which
increases the uplift. Therefore, at linearisation this will be included (in the potential energy) as
-(dtφ)2φ,  higher order term in φ is linearised at equilibrium angle.

Hereby, a normalised Hamiltonian to the Lagrangian will be H=(dtφ)2+a0φ2+a1φ3−a2φ(dtφ)2

When damping is neglected, simulation is done for constant energy H, corresponding to
initial velocity, that, if periodic motion, equals maximum velocity and determines
eigenfrequency.

For largest a1, the maximum positive angle will be small, and the acceleration is large at
positive turning point, such that the negative velocity causes an ‘escape from orbit’
corresponding to a flip backwards. For moderate a1, there is periodic motion, with larger
maximum negative angle and slower acceleration and velocity at negative turning point, such
that longer time ‘is spent there’.

For smaller H and largest a1, behaviour is stable periodic motion as seen for the innermost
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circle.

Figure. Phase portrait dtφ versus φ for Hamiltonian H=1, and parameters [a0, a1, a2]=
[1,-0.3, 0.7], [1,0, 0], [1,0.3,1], [1,1,1], [1,2,-1], and H=0.3[1,1,1], H=0.1[1,1,1],
from right at (dtφ,φ)=(0,1.5), and diverging at φ=0.5; H=1[1,0, 2].

4 CONCLUSIONS
Within the framework of acoustic, when constituents and mixture fulfil the wave equation,

characterised by sound speed, similarities with applications in special relativity, were notified.
A derivation of a modified formula for Doppler effect, with a dependence of spatially
distributed densities of constituents and mixture, were given.

At aqua-plane, a nonlinear equation of motion was derived. A simulation was done to
show the qualitative behaviour depending on velocity, geometry and density.

The approach may also be used as a complement to ordinary boundary condition in fluid-
structure interaction, by considering an interaction with boundaries in a spatially distributed
boundary layer, eg. viscous layers in flow. In mixture modeling, there are couplings both in
the field equations, and at the boundaries.
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Summary  
 
In this paper a three dimensional FE model of the friction stir welding (FSW) is presented and the 
FSW process is simulated. The model has been implemented in FE code Abaqus with user 
subroutines DLOAD, DFLUX and UMASFL. The material data used to describe the welded 
panels is from an aluminium alloy called AL-2024-T3 and the material is assumed to be isotropic 
with temperature dependent yield stress and elastic modulus. A sequentially coupled non-linear 
thermo-mechanical analysis was performed in order to study the temperature and stress 
distribution. 

Introduction 

FSW was invented and experimentally proven at The Welding Institute (TWI) in the beginning of 
the 90s and can be used for joining different materials and material combinations, if tool materials 
and shapes can operate at the forging temperature of the welded material. During the FSW process, 
the metal at high temperature, although not over the melting temperature, is exposed on powerful 
plastic deformation. The method is carried out by use of a rotating tool, which is forced down into 
the metal and carried along the welding direction, see Fig 1. In general, the tool comprises a 
shoulder and a probe. When the rotating tool is forced down to the metal, heat is generated due to 
friction. The tool also generates a significant amount of mechanical work under high pressure. The 
two plates to be welded are sheared together and a homogenous structure is formed. The crushing, 
stirring and forging action of the FSW tool produces a weld with a finer microstructure than the 
parent material. The result is a weld with the highest quality, free from pores and enclosures. 
Compared to other welding techniques where melting occurs, the FSW-method provides better 
mechanical properties of the weld, increased closeness and reduced deformation due to heat, 
because the material never reaches the melting temperature. Simulating the FSW process has been 
under way for some years now and plays an important part in the developing and improving work 
of this welding method. FSW process has been modeled using both Finite element and Finite 
difference techniques. In this paper a finite element model of the FSW process is presented and 
simulations are performed in FE code Abaqus. 

  
                                       Figure 1: Illustration of the friction stir welding process.  

Material properties 

The material properties for aluminium alloy called AL-2024-T3 are used to model the welded 
plates. The material is modelled as an isotropic elasto-plastic continuum with kinematic hardening. 
Young’s modulus, c.f.    [4] and the yield strength, c.f.    [3] are temperature dependent. Fig. 2 
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shows the influence of temperature on the yield strength and Young’s modulus. The temperature 
effect on Poisson’s ratio,ν , is very modest and the density, ρ , decreases about 4% when the 
temperature increases from room temperature to the melting point. Therefore, the Poisson’s ratio 
and the density are assumed to be constants and they are set to 0,3 respectively 2770kg/m3. 
Experimental data for the temperature effects on the thermal expansion coefficient,α , are fitted 
well as a linear approximation and varying from 2.43·10-5 to 2.8·10-5 over a temperature range 
between 20ºC to 500ºC, c.f.   [3]. The conductivity and specific heat are set to 120W/mºK 
respectively 875J/kg·ºK. 
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Figure 2: The Young’s modulus and the yield stress dependency on the temperature for AL-2024-T3. 

FE-model  

The model simulates a 105 mm friction stir weld of two 150×60×5.85 mm AA2024-T3 plates. A 
steel anvil with dimensions 240×240×25 mm is used as a backing plate. The tool shoulder radius is 
9 mm and the tool probe radius is 3 mm. The weld starts 15 mm from one side and finishes 30 mm 
from the other side. The friction stir weld process involves three characteristic phases. The plunge 
period is a submerging of the tool into the AA2024-T3 plates with tool rotation speed of 600 
rev/min and duration of 40 s. The dwell period is preheating at the start position with the same 
rotational speed and duration of 5 s. The weld period is longitudinal motion of the tool along the 
weld line with tool speed of 40 mm/min for the first 5 mm and then 80 mm/min for 100 mm. The 
temperature is measured using thermocouples at different locations in the plates and anvil. A 
dynamometer logged tool forces in three dimensions and the tool reaction torque. The finite 
element simulation is a sequentially coupled nonlinear thermo-mechanical analysis. The first step 
of the simulation is a nonlinear transient thermal analysis. The computed temperatures are then 
passed in to a nonlinear static mechanical large displacement analysis as a field variable. The tool 
is not included in the model as a physical body, but the effects of the tool are included in the 
thermal model as well as in the mechanical model. 
The thermal model 
The plates and the anvil are included in the thermal model. The AA2024-T3 plates are modelled as 
one single plate with the dimensions 150×120×5.85 mm. The plates are meshed as one single plate 
with 18000 8-node linear brick forced convection elements (DCC3D8) and the anvil is meshed 
with 12600 8-node linear brick elements (DC3D8). All free surfaces on the mesh is subjected to 
Newton’s convection boundary condition ( )nq α θ θ∞= ⋅ −  where  is the heat flux per unit area 
in the direction of the outer unit normal vector, 

nq
θ  is the temperature on the surface of the plate or 

anvil, 25 Cθ∞ = °  is the room temperature and the convection coefficient . The 
conductive heat transfer between the plate and the anvil is modelled as 

215 W/(m C)α = °

( ) (n plateq k θ θ= ⋅ )anvilθ−  

where the thermal conductance ( )k θ  is a function of the average temperature ( ) 2plate anvilθ θ θ= + . 

The value of the thermal conductance was adopted from    [4] and adjusted based on the 
experimentally measured temperatures.  Heat is generated due to plastic deformation and friction. 
The total heat power is derived from the mechanical power. The mechanical power 



is xP T F vω= +  , where ω the tool angular velocity is, T  is the tool reaction torque, xF  is the tool 
reaction force in the direction of the joint line and  is the tool speed. The heat power that goes 
into the weld is Q

v
Pη= , where η  is an efficiency factor. The efficiency factor takes account for 

the heat loss into the tool, radiation, vibrations, etc. An initial value of 0.75η =  was taken from    
[4], but the value was adjusted in the model, based on the experimentally measured temperatures. 
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The heat power generated at the shoulder is Qshoul  and the heat power generated at the 
probe is Q . The fraction of heat power generated at the shoulder is denoted by δ . 
An initial value of  was taken from    [4], but the value was adjusted in the model, based 
on the experimentally measured temperature distribution. 
The heat generated at the shoulder is applied onto the area beneath the shoulder as a surface heat 
flux . The flux is assumed to have the form  

, ,3 3       ,  lder
probe eff shoulder eff

probe

r R R
R R

=                          (1) 

where  is the distance from the tool centre, shouldeR  and  is the effective shoulder 
radius and effective probe radius, respectively. The values are 

,probe effR

shoulR ,der eff  and 
, in accordance with    [4]. The heat generated at the probe is applied as an 

uniform body heat flux onto the elements corresponding to the volume of the probe. The body flux 
is, 

R

q                      (2) 

where  is the plate thickness. The thermal loads are implemented in a user subroutine DFLUX. 
The mass flow was included in the model and was applied at a 1 mm thick layer below the 
effective shoulder and at the volume corresponding to the effective probe. The mass flow per unit 
area  was modelled as m rρ=&  where ρ  is the density. The mass flow is implemented in a 
user subroutine UMASFL. The nonlinear equations are solved using a modified Newton method 
with asymmetric matrix storage and solution scheme. The trapezoidal rule is used for time 
integration. 
The mechanical model 
The anvil is not included in the mechanical model. The two plates are modelled as one single plate 
and meshed with 18000 8-node linear brick with reduced integration with hourglass control 
(C3D8R). The bottom of the plate is constrained from displacement in the z-direction by the 
backing plate and the clamped edges of the plate are constrained from displacement in the x- and 
y-direction. The forging force and the torque are applied as body forces to a top surface element 
layer with a thickness of 0.75 mm. The forging force is applied as 

shoul ff                  (3)  

where  is the experimentally measured forging force and  is the thickness of the layer on 
which the body force is applied. The torque is divided into x- and y-components 

d

3 3
, ,

3 3,      
2 2x y

shoulderRπ π
= =                  (4) 

where  is the experimentally measured torque. The forces are described in a moving coordinate 
system  with its origin at the tool centre. The mechanical loads are implemented in a user 
subroutine DLOAD. The nonlinear equations are solved using the line search algorithm. 

Results 

The temperature at different locations in the plates and the anvil is measured and compared to 
experimental data in Fig 3. Fig 4 shows the distribution of the temperature and the von Misses 
stress in the plate halfway trough the weld. 
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Figure 3: The temperature at different locations in the plates and the anvil. The black dash-dot lines are 
experimental data and the red solid lines are results from the FE thermal analysis. 
  
 

 

 
 

 
 

 
Figure 4: The temperature and von Misses stress distribution in the plate halfway trough the weld. 

Concluding remarks 

A FE model for the FSW process has been presented. The model includes the tool loads and takes into 
account the mass flow effects during the process.  A simulation of the welding of two plates has been 
performed. The result from the temperature at different points on the plate have been compared to 
experimental data and showed good agreement.  
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